From: Kilbride, kilb

To: Elizabeth Tobin; Sissi Bruch; BrownScott, Jennifer; Loverti, Vanessa
Cc: Hansi Hals

Subject: Re: [EXTERNAL] Documents for our meeting on Monday

Date: Thursday, April 15, 2021 6:55:20 AM

Attachments: Evidence Based Conservation 2019.pdf

RoadmapForBiologicalMonitoring.pdf

Hi, All:

I've attached two papers that are relevant to our discussions. The Reynolds et al paper
describes a "roadmap" for developing a biological monitoring program (survey). In the
roadmap, the steps for designing and implementing surveys are displayed in Figure 1. As we
discussed yesterday, the roadmap depicts how surveys would be initially designed,
implemented, and then revised, as needed. In the roadmap paper, note the importance and
emphasis on framing the problem (including objectives) so a survey(s) provides the right
information in a timely manner to inform resource management decision making. In the
roadmap, the highlights are mine so please ignore them.

In the Salafsky et al paper, please note the different types of evidence (including raw
observations [reconnaissance], surveys, research) that can be used to support conservation as
we have discussed. For each resource management issue, it is important to determine the
appropriate type(s) of evidence that's necessary.

Kevin Kilbride

US Fish and Wildlife Service

|I&M Coordinator

Columbia Pacific Northwest (R9) & Pacific Islands (R12)
Branch of Refuge Biology

911 NE 11th Avenue

Portland, OR 97232

(503) 231-6176 (Phone)

From: Elizabeth Tobin <etobin@jamestowntribe.org>

Sent: Wednesday, April 14, 2021 10:21 AM

To: Kilbride, kilb <kevin_kilbride@fws.gov>; Sissi Bruch <sbruch@jamestowntribe.org>; BrownScott,
Jennifer <jennifer_brownScott@fws.gov>; Loverti, Vanessa <vanessa_loverti@fws.gov>

Cc: Hansi Hals <hhals@jamestowntribe.org>

Subject: RE: [EXTERNAL] Documents for our meeting on Monday

Shorebird treatment-control study: Kelly et al. 1996
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There is growing interest in evidence-based conservation, yet there are no widely
accepted standard definitions of evidence, let alone guidance on how to use it in
the context of conservation and natural resource management practice. In this
paper, we first draw on insights of evidence-based practice from different disci-
plines to define evidence as being the “relevant information used to assess one or
more hypotheses related to a question of interest.” We then construct a typology of
different kinds of information, hypotheses, and evidence and show how these dif-
ferent types can be used in different steps of conservation practice. In particular,
we distinguish between specific evidence used to assess project hypotheses and
generic evidence used to assess generic hypotheses. We next build on this typology
to develop a decision tree to support practitioners in how to appropriately use avail-
able specific and generic evidence in a given conservation situation. Finally, we
conclude with a discussion of how to better promote and enable evidence-based
conservation in both projects and across the discipline of conservation. Our hope is
that by understanding and using evidence better, conservation can both become

more effective and attract increased support from society.
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1 | INTRODUCTION

There is growing interest in evidence-based practice in biodi-
versity conservation and natural resource management
(Keene & Pullin, 2011; Pullin & Knight, 2001; Sutherland,
Pullin, Dolman, & Khnight, 2004). This concept was first
developed in medicine (Sackett, Rosenberg, Gray, Haynes, &
Richardson, 1996; TRIP, 2018), and has taken root in other
action-oriented disciplines such as education (Davies, 1999;
IES, 2018), social work (Nutley, Walter, & Davies, 2009),
policing (Sherman, 2015), and ecological risk assessment
(Suter, 2016). In evidence-based practice, rather than merely
rely on personal experience or anecdote, practitioners make
decisions and take actions that are informed by systematic and
critical analyses of both their own and the world's previous
experiences. Practitioners also ideally document their results
and contribute their findings back to the evidence base.

If we collectively are going to practice evidence-based
conservation, it would be helpful to have a widely accepted
definition of evidence as well as standard guidance on how
to use evidence in conservation practice. These are not
straightforward tasks. The term evidence is currently used in
many different ways to refer to many different things
(Table 1). But if all these things are evidence, then it will be
hard for a discipline to develop standard guidance on how to
use it. As the Stanford Encyclopedia of Philosophy states, “it
is far from obvious that any one thing could play all of the
diverse roles that evidence has at various times been
expected to play” (Kelly, 2016).

Furthermore, conservation cannot adopt evidence frame-
works, tools, and guidance from other fields wholesale, since
the needed and available evidence as well as the standards
for evidence quality vary vastly across disciplines. In rela-
tively mature disciplines like medicine or education, case
situations are generally well-defined and relatively homoge-
nous and there are many controlled studies of interventions
conducted by a large cadre of clinical researchers. These

TABLE 1

Potential evidence Crime scene example

Physical item Blood-stained shirt

Set of accumulated facts or

knowledge about a situation suspect at a crime scene

An assessment of the validity of
the facts or knowledge

A body of potentially relevant

theory types of guns

One's confidence that a given
assertion about a situation is true

Witness observations about the presence of a murder

Testimony about the reliability of the murder witness

Ballistics research that links spent bullets to different

A jury's finding that the suspect committed the
murder “beyond a reasonable doubt”

fields thus have a relatively high standard for the quality of
evidence of intervention effectiveness. But this higher stan-
dard may not yet be appropriate for a discipline like conser-
vation in which practitioners typically work in relatively
complex and messy situations, and in which there are sparse
records of case results, let alone controlled studies of inter-
vention effectiveness (Sutherland, Dicks, Ockendon,
Petrovan, & Smith, 2018). We thus need to assess and use
evidence in the context of the range of current and future
practices in conservation.

To this end, in this paper, we use examples of conserva-
tion practice along with insights on evidence-based practice
from different disciplines to define and construct a typology
of evidence in conservation practice. We then build on this
typology to develop a decision tree to support practitioners
in how to appropriately use available evidence in a given
conservation situation. We conclude with a discussion about
incorporating evidence into conservation practice at both
project and discipline levels that are based around a theory
of change. Our hope is that by understanding and using evi-
dence better, conservation can both become more effective
and attract increased support from society.

2 | EXAMPLES OF CONSERVATION
PRACTICE

For the purposes of this paper, we are assuming that the
practice of conservation (which includes natural resource
management) is a process that involves a defined group of
practitioners first agreeing on desired outcomes with regard
to a given situation of interest and then taking one or more
actions to achieve these outcomes. This process, which can
be applied to projects at any spatial or temporal scale
(Salafsky et al., 2008; Salafsky, Margoluis, Redford, & Rob-
inson, 2002), is described and supported by various planning
and decision-support frameworks (Conservation Measures
Partnership [CMP], 2013; Cook, de Bie, Keith, & Addison,

Examples of the many ways in which the term “evidence” is used

Island conservation example

Rat tooth-marked eggshell fragment from an
endangered seabird's nest

Observations of rat feces near the seabird nesting
site

The research design guiding a systematic survey
that shows there is a higher likelihood of finding
rat feces near damaged seabird nests

Research that shows rats are a primary cause of
seabird nest predation on islands in the region

A 0.05 P-value for a hypothesis that rats are the
primary cause of seabird nest predation
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2016; Schwartz et al., 2017) and ideally incorporates princi-
ples of adaptive management (sensu CMP, 2013; Holling,
1978) as necessary. We are thus interested in the evidence
needed by a project team to help make the various decisions
needed to iteratively go through this conservation process.
Supporting Information Figures S1 and S2 provide examples
of a typical situation analysis (Margoluis, Stem, Salafsky, &
Brown, 2009) and theory of change (Margoluis et al., 2013)
for a fictitious conservation project that is the basis for the
conservation examples used in this paper.

3 | DEFINITION AND TYPOLOGY
OF EVIDENCE IN CONSERVATION
PRACTICE

Most disciplines define evidence in relation to a question,
proposition, or claim about the situation of interest. For
example, the Stanford Dictionary of Philosophy states that
“one's evidence consists of the totality of propositions that
one knows” (Kelly, 2016). The U.S. Office of Management
and Budget officially defines evidence as “the available
body of facts or information indicating whether a belief or
proposition is true or valid” (U.S. Office of Management
and Budget, 2017). In medicine, Sackett et al. (1996) state
“evidence based medicine is not restricted to randomised tri-
als and meta-analyses. It involves tracking down the best
external evidence with which to answer our clinical ques-
tions.” In education, evidence is defined in relation to “an
answerable question about education” (Davies, 1999). In the
legal realm, the U.S. Federal Rules of Evidence that govern
the information that can be used to draw inferences about
“facts in issue” in U.S. Federal Courts state that “evidence is
relevant if it has any tendency to make a fact more or less
probable than it would be without the evidence” (U.S.
Supreme Court, 2015). And in ecological risk assessment,
evidence is defined as “information that informs inferences
regarding a condition, cause, prediction, or outcome”
(Suter, 2016).

In a scientific or adaptive management context, questions
or propositions about a situation of interest are often for-
mally stated as hypotheses. We can thus define:

e FEvidence—Relevant information used to assess one or
more hypotheses related to a question of interest.

In order to operationalize this definition, we need to develop
a more detailed typology of each of these highlighted terms
in the context of conservation practice. This typology is
based on a review of evidence related concepts and terms in
various disciplines (Table S1).

Ajournal of the Society for Conservation Biology

3.1 | Types of information

The basic concept of information can be understood as a
hierarchy of data, information, knowledge, and wisdom rep-
resented by the classic Data, Information, Knowledge,
Wisdom (DIKW) Pyramid (Figure S3) (attributed to Ackoff,
1989). Using this hierarchy, we can then define the follow-
ing sources of evidence (Dicks, Walsh, & Sutherland, 2014;
Glover, Izzo, Odato, & Wang, 2006; Haynes, 2006):

e Basic data—Raw observations about the situation of
interest. These might include details about the conserva-
tion targets, threats, stakeholders, actions and/or other
basic data for evidence-based practice.

e Primary studies—Documentation of specific research or
adaptive management efforts that describe the research
question, situation, method, results, and conclusions of
each case. These “pieces of evidence” (Suter, 2016) can
range from peer-reviewed scientific publications of ran-
domized controlled trials to grey-literature case studies or
informal field notes. These studies are the core informa-
tion for evidence-based practice.

o FEvidence syntheses/decision-support systems—Analyses
of a set of primary studies about a specific question.
These range from formal systematic reviews and maps to
subject-wide evidence syntheses to more informal sum-
maries of available evidence (see typology in Cook,
Nichols, Webb, Fuller, & Richards, 2017). This category
also includes decision-support systems that summarize
evidence and make it available to practitioners when mak-
ing decisions. These can range from simple decision trees,
to more sophisticated searchable online information tech-
nologies and decision-support software (Schwartz et al.,
2017), to traditional knowledge systems employed by
indigenous peoples. These syntheses and systems contain
the knowledge for evidence-based practice.

o Theory/Principles—Articulations of known evidence-
based principles for a given discipline. These can range
from rules of thumb to codified guidance and principles.
These principles ideally encapsulate the wisdom of
evidence-based practice.

Some experts consider knowledge and especially wisdom
to be derived from the evidence found in data and informa-
tion, thus excluding decision-support systems and theory from
their formal definition of evidence. However, we find it more
practical to compile all these sources of evidence to create:

e FEvidence base—The body of all data, studies, syn-
theses/systems, and theory being used as evidence for a
particular set of hypotheses (Suter, 2016).
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In the end, the collective weight of an overall evidence
base is a function of the weight of the individual sources
and the manner in which they were assembled, screened,
and assessed (CEE, 2018; Cook et al., 2017; Suter, 2016).
Different disciplines have developed different protocols
and criteria for searching for and weighing individual
sources and then aggregating them into the overall body of
evidence (Table S1). In more established disciplines such as
medicine or education, it is generally assumed that sources of
evidence are replicated studies and so the criteria used to
weight evidence focus exclusively on the quality and size of
the studies. In environmental work and other newer disci-
plines, however, sources of evidence can range from one-off
case studies of single interventions to systematic reviews
covering many cases. Weighting protocols in these cases
involve some variant of summarizing the reliability of each
source, assessing the strength (both direction and magnitude)
of the findings from each source, determining the relevance
of the source to the hypothesis of interest, and finally com-
bining these parameters per Figure 1 to produce an assess-
ment of the degree of support for a hypothesis from the
overall evidence base (Norton, Cormier, & Suter, 2014;
Suter, 2016). The evidence from weighted sources can be
synthesized quantitatively (e.g., meta-analysis), qualitatively
(e.g., through expert-based Delphi reviews), or in narrative
form (CEE, 2018; Sutherland et al., 2018). This synthesis of
studies that have been conducted at different times and in dif-
ferent places enables researchers to examine potentially con-
founding variables or interacting factors that vary over time
and space to explore and understand the reasons for heteroge-
neity in outcomes.

H
reliability

VH
reliability

3.2 | Types of hypotheses

By our definition above, evidence is used to assess one or
more hypotheses related to a question of interest. In a scien-
tific or adaptive management context, this assessment typi-
cally employs one of two approaches:

e Popperian approach—A hypothesis must be expressed
as a falsifiable statement which can be “rejected” by
assessing available evidence (Popper, 1959). Often, the
falsifiable statement takes the form of a null hypothesis,
so that rejecting the null hypotheses constitutes support
for the original hypothesis directly pertaining to the pro-
ject team's question of interest. This approach does
not necessarily imply a statistical test. Traditional
(frequentist) statistical tests are a subset of Popperian
hypothesis assessment that involve using observations
about a sample of a population to make inferences about
the population as a whole.

e Bayesian approach—A hypothesis is expressed as a prior
probability distribution (often shortened to prior) which
is then transformed into a posterior probability distribu-
tion (posterior) that either “moves away from” or “stays
at” the prior as available evidence is incorporated into the
analysis (Wade, 2000).

In this paper, we use the term “hypotheses assessment”
to refer to both Popperian and Bayesian approaches,
although our example hypotheses are phrased in the Bayes-
ian fashion as it is generally more compatible with how most
conservation practitioners think.

2 3
relevant u

Weakly
refutes ()

Mixed
support (+-)

Weakly
supports (+)

m/

FIGURE 1

Schematic representation of criteria for weighing evidence. We can think of “weighing the evidence” as literally putting all the

sources of evidence used to evaluate a given hypothesis on a balance. Reliability (aka Quality) is represented by the weight of each individual source

(here categorically described as VH = Very High, H = High, M = Medium, L = Low) regardless of its conclusion. Direction refers to whether a

source is placed on the positive (supports) or negative (refutes) side of the balance or in the middle (mixed). Strength refers to how far from the

center point the source is put on either side (strong—weak). Relevance refers to whether the source of evidence even belongs on this particular

balance for this particular hypothesis being evaluated. The Collective Weight of the Evidence Base is the net balance of all sources
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Assembling and using evidence to assess hypotheses
requires a well-formulated hypothesis statement (U.S.
Agency for International Development, 2018). For example,
contrast the first and second hypotheses in each pair:

Hla. Seabirds are successfully nesting in East-
ern Bay.

HIb. There are at least 100 breeding-pairs of
ruby-crested puffins that fledged an average of
at least 1 chick during each of the last 5 breed-
ing seasons in Eastern Bay.

H2a. If ecotourists demand “green” practices,
this will result in their adoption.

H2b. If more than 25% of likely ecotourists
demand seabird friendly practices, most boat
operators will voluntarily install rat barriers.

In both cases, the second hypothesis is better formulated
because it is more specific and measurable and therefore eas-
ier to assess. This is the same principle that lies behind project
management guidance that encourages practitioners to formu-
late specific and measurable (SMART) goals and objectives
which are in effect hypotheses about change needed within a
system to achieve a desired impact (CMP, 2013).

There are different types of hypotheses about any given
system. Some common ones include:

e Univariate hypotheses—Claims about one factor in the
system:
la. Presence (or absence) of a factor—Factor X is
present in the system. Or, Factor Y was historically
present in the system.
Ib. Status (or change in status) of a factor—Factor X
has Status A.
e Bi- or multivariate hypotheses—Claims about the rela-
tionship between two or more factors in the system:
Ila. Association between two (or more) factors—
Factor X increases when Factor Y increases, and vice-
versa.
IIb. Causation between two (or more) factors—A
specific change in Factor X causes a corresponding
positive or negative change in Factor Y. Or, as Factor
X varies, it causes a corresponding linear or nonlinear
set of changes in Factor Y. Or, Factor W contributes
two thirds of the change and Factor X one third of the
change in Factor Y.

Note that in specifying multivariate hypotheses, it is impor-
tant to take into account both interactive effects between

Ajournal of the Society for Conservation Biology

factors as well as potentially confounding effects of other fac-
tors that are not explicitly considered in the stated hypothesis.
For example, a project team might find that its original
hypothesis:

H3a. Rats are the primary cause of seabird nest
predation

is not accurate and has to be replaced by a new expanded
version:

H3b. Rats and cats are the primary causes of
seabird nest predation.

Finally, we can also define:

e Specific (project) hypothesis—A proposition about a spe-
cific case situation. For example, rats are the primary
cause of seabird nest predation on all Eastern Bay Islands.
Or, an outreach campaign to 25% of likely ecotourists to
Eastern Bay can pressure most boat operators to install rat
barriers if combined with appropriate policy incentives.

o Generic hypothesis—A proposition about a generic situa-
tion that is often a composite of many specific case situa-
tions. For example, rats are a primary cause of seabird
nest predation on islands. Or, outreach campaigns will
change target audience attitudes and behaviors.

This distinction between specific and generic hypotheses is
important because as discussed below in more detail, conser-
vation project teams ultimately need to assess specific hypoth-
eses about their situation of interest, but most evidence is
about analogous generic hypotheses. In medicine, education
and other disciplines in which the situations of interest are
more homogenous, this distinction may be less important,
although in medicine, this may change with the advent of per-
sonalized medicine based on individual patient genomes.
There are many different types of hypotheses relevant to
conservation practice, each requiring different types of evi-
dence (Table 2). Some of these hypotheses may be related to
understanding the situation such as the status of target spe-
cies or the cause of a threat. Other hypotheses are related to
the effectiveness of an action or the conditions under which
a given action might be effective. A large part of the “art” of
evidence-based conservation practice thus involves under-
standing the system well enough to figure out the right set of
hypotheses to consider and the sequence in which these need
to be assessed (U.S. Agency for International Development,
2018). For example, the team may need to first confirm that
rats are present on the island, then that they are at least a par-
tial cause of seabird nest predation, and finally that poison-
ing might be an effective action to take to remove the rats
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given local rainfall patterns. The shared mental models
found in situation analyses and theories of change become
important tools to help project teams go through this hypoth-
eses generation process, especially in the complex and
dynamic systems with many interacting factors that are typi-
cal of many conservation situations.

It is also important to note that some conservation ques-
tions may not be answerable with evidence. For example,
the question of whether rats have an inherent right to be on
an island is a values question that cannot be answered with
data. At best, evidence might be used to establish that rats
were not historically present on Eastern Bay islands, which
in turn might inform the outcomes that the project team
chooses to set for their work.

3.3 | Types of evidence

Assessing different types of hypotheses may require differ-
ent types of evidence which can be categorized across four
dimensions (Figure 1).

3.3.1 | Direction of effect (sign)

e Supporting (positive) evidence builds the case for a
hypothesis (i.e., rejects a Popperian null hypothesis or
enables staying at a Bayesian prior).

e Refuting (negative) evidence reduces the case for a
hypothesis (i.e., fails to reject a Popperian null hypothesis
or moves away from a Bayesian prior). It is vital to distin-
guish between “negative evidence” that strongly or weakly
refutes the case for a hypothesis versus a “lack of evidence”
for a hypothesis one way or the other; often an assessment
of “no evidence” refers to the latter (CEE, 2018). Similarly,
“mixed evidence” refers to an evidence base in which there
is a blend of positive and negative evidence.

3.3.2 | Strength of effect (magnitude)

e Strong evidence convincingly supports or refutes a
hypothesis. For example, a research study that shows
either a strong positive effect of poison controlling rat
populations, or a strong negative effect definitively show-
ing the poison does not work.

o Weak evidence only somewhat supports or refutes a
hypothesis. Note that we are explicitly not including reli-
ability or relevance in this definition of relative strength.

3.3.3 | Reliability (quality or internal validity)

e More reliable evidence comes from a higher quality
source or evidence base and thus has higher internal
validity.

o Less reliable evidence comes from a lower quality source
or evidence base and thus has lower internal validity.

3.3.4 | Relevance (external validity)

e More relevant evidence addresses the specific or generic
hypothesis in question and matches key enabling condi-
tions (parameters of the situation of interest that may
affect the hypothesis such as the local rainfall patterns or
the government's land-tenure policies).

o Less relevant evidence either does not address the hypoth-
esis in question and/or does not match key enabling
conditions.

Three additional ways that can be helpful to categorize
evidence are:

3.3.5 | Direct vs. circumstantial evidence

e Direct evidence sufficiently assesses a hypothesis, posi-
tively or negatively, without need for any additional evi-
dence or inference.

o Circumstantial evidence needs to be combined with addi-
tional evidence and/or inference to fully assess a
hypothesis—it helps build a case to support or refute a
hypothesis. There is a blurry line at best between suffi-
cient circumstantial and direct evidence (L. LaRue, per-
sonal communication, August 2018).

3.3.6 | Specific vs. generic evidence

e Specific (project) evidence is the “local” information
about a specific hypothesis about a particular situation.
For example, observations that show rats are present on
all islands in Eastern Bay. Or, project data collected to
evaluate whether a particular outreach campaign changed
tourist awareness in Eastern Bay.

e Generic (external) evidence is the information the world
knows about a generic version of a hypothesis. It is often
derived from consideration of specific case studies
through what David Hume and Karl Popper term induc-
tive reasoning (Hume, 1748; Popper, 1959). Popper's
induction fallacy (Popper, 1959) states that generic evi-
dence can only provide insights into the specific hypothe-
sis that then need to be confirmed locally. For example,
systematic reviews showing that poison is effective to
control rat populations on small islands are only circum-
stantial evidence to support a specific hypothesis about
rat control at a specific project site (see Table 2, Row G).
In particular, it is essential to understand how critical
enabling conditions vary between various specific sites as
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these often determine whether generic evidence has exter-
nal validity and thus can be applied locally.

There are different types of both specific (Table 2, Col-
umn 2) and generic evidence (Table 2, Column 3) that could
be used to either strengthen or weaken the case for each spe-
cific hypothesis of interest. The challenge for any project
team is thus to make sure they have access to and are draw-
ing on the full complement of both project evidence and
external evidence as appropriate.

3.3.7 | Observational vs. experimental
evidence

e Observational evidence addresses a hypothesis based on
an assessment of one or more real-world situations; its
validity depends on the expertise, skills and reliability
of the observer(s), underlying sampling design (single
point, cross-sectional and/or before-after or time series),
size of the sample, and statistical analysis used for statis-
tical control.

e Experimental evidence addresses a hypothesis based on a
comparison of different situations; its validity depends on
the expertise, skills and reliability of the experimenter,
underlying experimental design, size of the sample, and
statistical analysis used. Active experiments involve artifi-
cially manipulating a situation while passive or quasi-
experiments make use of naturally occurring situations
(e.g., four islands, two of which have rats on them and
two which do not) (Holling, 1978).

Finally, when using evidence to assess a hypothesis,
there are two additional considerations:

e Burden of proof—This concept describes how certain a
team needs to be about the evidence used to make the
case for a hypothesis. The specific burden of proof is situ-
ational and depends on the nature of the claim being
made—as David Hume (1748) first pointed out, “extraor-
dinary claims require extraordinary evidence,” the conse-
quences of the decision, and the relative risks of action
versus inaction (see Salafsky & Redford, 2013 for more
details).

e Observer bias and reliability—Much of the effort behind
formal data collection and analysis techniques involves
trying to identify and mitigate the uncertainty introduced
by various forms of observer bias (CEE, 2018). There is
an entirely different level of uncertainty that can be intro-
duced by unreliable observers who are either incompetent
or have some motivation to falsify results
(e.g., introducing and then “finding” endangered species
in a pond to promote its protection, or exaggerating the

Ajournal of the Society for Conservation Biology

outcomes of a project to obtain funding). To this end, a
substantial percentage of evidence introduced in criminal
trials involves establishing the reliability of observers as
well as the chain of custody regarding physical evidence
(L. LaRue, personal communication, August 2018). For
the purposes of this work, however, we generally assume
that members of the project team are reasonably compe-
tent and honest.

4 | GUIDANCE FOR USING
EVIDENCE IN CONSERVATION
PRACTICE

Using evidence in conservation practice is not necessarily a
straightforward task. For example, if a project team is inter-
ested in the question of whether rats are the cause of nest
predation at a given project site, it is probably more valuable
to have a few local observations of rat-eaten egg shells than
many controlled experimental studies from the other side of
the world. On the other hand, if the team is exploring a new
rat eradication technique, evidence from studies around the
world of this technique might be very helpful. In this
section we build on the definitions and typology in the previ-
ous section to develop a decision tree to guide practitioners
in how to appropriately use available evidence in a given
conservation situation. We then apply this decision tree to
two examples.

4.1 | Proposed decision tree for using evidence

We present a description of our proposed decision tree in the
context of one type of hypothesis about assessing a potential
conservation action (Figure 2). However, this decision tree
could easily be modified to support any type of project
hypothesis. Note that each of the decisions in this process
could be made via quick high-level assessments, or more
systematic and detailed calculations.

The starting point for this decision tree requires a project
team to have a proposed action with clear outcomes and an
explicit TOC. If there is not agreement on outcomes, then
the project team needs to develop them. Step 1 of the deci-
sion tree involves a project team developing a well-
formulated specific hypothesis (or set of hypotheses) about
the action in the context of the situation of interest. Step
2 then involves reviewing all available local project evidence
and determining to what degree this local evidence base sup-
ports or refutes the case for this specific hypothesis, resulting
in a determination of Initial Confidence in Specific Hypothe-
sis (Figure 3a). If the team is very confident that either the
hypothesis holds for the project's conditions, or conversely,
that it is unlikely to be true, then the team is done. If the pro-
ject team is less confident or needs more information about
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their specific hypothesis, Step 3 involves ensuring that this
action is sufficiently critical and urgent to warrant additional
research effort; this step is a ‘“circuit-breaker” to remind
teams that not all decisions necessarily require extensive
work to find external evidence.

Step 4 involves the project team compiling and using
available generic evidence that assesses generic versions of
their hypothesis. In some situations, there may already be
existing evidence syntheses such as systematic reviews and
maps (e.g., CEE, 2018), subject-wide evidence syntheses
(e.g., Sutherland et al., 2018; Sutherland & Wordley, 2018),
or other evidence synthesis projects e.g., (Mongabay, 2017),
completed by specialists who have the skills and training to
do this work while minimizing potential bias. In other situa-
tions, however, it may be necessary for the team to do its
own search, assembly, screening, and weighting of available
primary evidence studies. There are a range of techniques
available for each of these tasks, the choice of which typi-
cally involves trading off potential bias for cost (CEE, 2018;
Suter, 2016; Table S2). Weighting individual sources
involves combining various criteria to determine the sum-
mary weight of each source, the application of which results
in a determination of the Weight of a Given Source of
generic evidence (Figure 3b). All available sources are then
in turn rolled up to arrive at the Collective Weight of the
Generic Evidence Base (Figure 1). Step 4 is then completed
by determining to what degree this generic evidence base
supports or refutes the case for the generic hypothesis,
resulting in a determination of the Overall Support for
Generic  Hypothesis  from  Generic
(Figure 3c). If the available external evidence base clearly
refutes the hypothesis, or if it is not clear, then the team
is done.

Finally, in cases where the external evidence base con-
vincingly or potentially supports the generic hypothesis,

Evidence Base

START:
Proposed action with clear

Step 5 involves determining whether the cases in the generic
evidence base are sufficiently similar to the local project that
their evidence can inform the specific project hypothesis—
or more technically, if there is external validity (CEE, 2018).
This external validation is often done qualitatively. As CEE
(2018) states, “appraisal of study relevance can be a more
subjective exercise than appraisal of study reliability.” This
results in a determination of Final Confidence in Specific
Hpypothesis which can then be translated into a recommenda-
tion of what conservation action to take (Figure 3d).

As shown in the far right-hand side of Figure 2, if the
team is “Very confident” that the available evidence base
supports their hypothesis, they can implement the action at
scale and only monitor implementation. If the team is “Con-
fident, but” not completely sure, then they can implement
the action at scale, but should probably invest a bit more in
monitoring effectiveness. If the team members ‘“Need more
info” they should consider alternative actions to achieve
their desired outcome, but if none exist, they may wish to
pilot this action using an adaptive management approach,
especially if the conservation situation urgently demands
action. If the situation is not urgent, the team could also wait
for additional external evidence to be generated by other
projects. Finally, if the team determines the hypothesis is
“Unlikely true” then they should consider alternative actions
and if no better candidates exist, they should probably triage
this work.

4.2 | Examples of using this decision tree

4.2.1 | Example 1. Sufficient local evidence to
take immediate action

The Eastern Bay project team wants to know if rats have
recolonized one of the islands in the Bay:

outcomes & explicit TOC

Action critical
Zs & urgent ?

4.

Project External
evidence supports
specific hypoth?

(Fig 3a)

Confident, but...
specific hypothesis

about action? Need more info

Not confident

L L

evidence supports

Clearly refutes (=)

Implement action at scale;

Confident, but... . 3
! monitor effectiveness

) 4

xternal evidence
relevant to site

conditions?
(Fig 3d)

Potentially (+)

Consider alternative actions; B
if none, use AM to pilot action

Not clear (+/-) Need more info

Unlikely true

L

Consider alternative actions;

eti @it if no better candidates, triage

FIGURE 2 Decision tree for using evidence in assessing a potential conservation action. This decision tree helps guide practitioners in using

evidence to assess a specific hypothesis about a potential conservation action (Row G in Table 2). This decision tree could easily be adapted to

apply to other types of conservation hypotheses as well, such as the status of a threat or target or the assumed causal relationship between two

factors in a conceptual model. TOC = theory of change; AM = adaptive management approach. See text for description
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(a)
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Direction & Strength of
Project Evidence
for Specific Hypothesis

Available Project Evidence Base

Some Little or
Circumstantial None
Confident, but...

Weakly Supports (+) Confident, but... Need more info
Mixed (+ /- ) Need more info Need more info
Refutes (-) Not confident Not confident

Need more info

Ratings in the boxes are the Initial Confidence in Specific Hypothesis

(b)

Common Criteria Used to Weight a Given Source of Evidence

GENERIC RELEVANCE RELIABILITY
Match to Match to Experimental Rigor / Reproducibility /
Generic Hypothesis Enabling Conditions Control # of Case Studies

Weight
of Given Source

o Many X | Quasi-experimental / E> .
il conditions match Some stat control N>>1 High
Less Some Observational .
>
similar conditions match studies N>1 LG
Distant . .Few Anecdotal N=1 Low
analog conditions match
(c)
Direction & Strength of Collective Weight of Generic Evidence Base
Generic Evidence
High Medium Low or None

for Generic Hypothesis

Potentially supports (+)

Potentially supports (+)

Not clear (+/-)

Weakly Supports (+) Potentially supports (+) Potentially supports (+) Not clear (+/ -) Not clear (+/ -)
Mixed (+/-) Not clear (+/-) Not clear (+/ -) Not clear (+/ -) Not clear (+/-)
Refutes (-) Clearly refutes (-) Clearly refutes (-) Clearly refutes (-) Not clear (+/-)

(d)

Ratings in the boxes are the overall Support for Generic Hypothesis from Generic Evidence Base

Relevance of Generic
Evidence to Project

Relevant

Hypothesis & Conditions

Support for Generic Hypothesis from Generic Evidence Base

Potentially
Supports (+)

Confident, but...

Not

Clear (+/-)

Clearly
Refutes (-)

Need more info

Not confident

Need more info

Not confident

Less Relevant

Nee

Confident, but...

d more info

Unlikely true

Not confident

Not Relevant

Need more info [ Nee

d more info

Unlikely true

Not confident

Ratings in the boxes are the Final Confidence in Specific Hypothesis

FIGURE 3 Guides in support of steps in decision tree. (a) Determination of project evidence support for a specific hypothesis. This chart

combines the type of project evidence available with the degree that this project evidence base collectively supports or refutes the case for the
specific hypothesis, to arrive at the Initial Confidence in Specific Hypothesis. (b) Weighting a source of evidence. This chart contains independent
criteria that can potentially be used to weight the relative importance of a given source of evidence. Generic relevance ensures that the source applies
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to the generic hypothesis of interest. Reliability speaks to the quality of the source. We explicitly do not include strength (magnitude of effect) as a
criterion in this chart because this dimension is added to the analysis in Figure 3c. The Weight of a Given Source could be a high-level estimated
integration of the criteria across the chart, or it could be calculated either as a (weighted) average of numerical scores assigned to each criteria or via
a rule-based algorithm. (c) Determination of generic evidence base support for a generic hypothesis. This chart combines the collective weight
of the generic evidence base with the direction and strength of its collective support for the generic hypothesis to arrive at the overall Support for
Generic Hypothesis from the Generic Evidence Base. The collective weight of an evidence base is determined by the weight of its component
sources (per Figure 3b) and one's confidence in the levels of bias introduced by the search and eligibility screening protocols employed to assemble
the evidence base (CEE, 2018). This collective weight could be a high-level estimate, or it could be more systematically calculated. The direction
and strength of support for the hypothesis is a weighted assessment of the distribution of positive, mixed and negative sources in the evidence base
(per Figure 1). (d) Determination of final confidence in specific hypothesis. This chart combines the rating emerging from Figure 3¢ with a
determination of the relevance of the sources in the generic evidence base to the specific project hypothesis and key enabling conditions (e.g., Was

the poison tested with this rat species? In similar wet conditions?). It results in a rating of the Final Confidence in Specific Hypothesis

Step 1. The team formulates a specific hypothesis: Rats
are present on the island.

Step 2. The team reviews available project evidence:
Fresh rat droppings have been sighted on the island. The
team is thus “very confident” that this local evidence sup-
ports their specific hypothesis.

End. The team thus goes directly to taking action to deal
with the rat recolonization.

4.2.2 | Example 2. Mixed generic evidence

One strategy that the Eastern Bay project team is considering
involves empowering local women to help in marine
resource management:

Step 1. The team formulates a specific hypothesis: Pro-
moting women's involvement in marine resource manage-
ment councils will lead to more sustainable resource
management.

Step 2. The team reviews available local project evi-
dence: To date, women have not been involved in marine
resource management councils. The team concludes they
”Need more info.”

Step 3. The team determines this is a critical hypothesis
for their project.

Step 4. The team reviews the literature. They find a sys-
tematic evidence map (Leisher et al., 2016) that concludes
“For India and Nepal, there is strong and clear evidence of
the importance of including women in forest management
groups for better resource governance and conservation out-
comes. Outside of India and Nepal, there are substantial gaps
in the evidence base...” The team determines using Figure 3c
that this is a “High” rating for the collective weight of the
generic evidence base crossed with “Strongly supports (+
+)” generic hypothesis, which leads them to a rating of
“Potentially supports (+)” generic hypothesis.

Step 5. The team using Figure 3d, concludes that since
their project site is taking place in very different cultural
context and in a marine rather than forest setting, there is
“less relevance” of the generic evidence to their project
conditions. The team members thus still “need more info”

in terms of their final confidence
hypothesis.

End. The team thus decides to pilot this action using an
adaptive management approach and to share their findings
with other similar projects in the region to see if they can
collectively develop enough evidence to fill the hole in the
evidence base.

in their specific

S | DISCUSSION

5.1 | Incorporating use of evidence into
conservation projects

As described above, conservation occurs as projects at all
scales go through an iterative management process,
supported by various planning and decision-support frame-
works (CMP, 2013; Cook et al., 2016; Schwartz et al.,
2017). Although many of these frameworks at least implic-
itly support evidence-based practice, there are several steps
that can be taken to more explicitly incorporate evidence.
There are a number of places in the conservation process in
which evidence can be used to inform conservation deci-
sions (Table 2), including:

e Informing stakeholder determination of appropriate pro-
ject scope and targets;

e Determining the presence/absence or the status of key fac-
tors such as conservation targets, biophysical factors,
direct threats, and contributing factors in a situation
analysis;

e Determining the associative or causal relationships
between key factors in a situation analysis or TOC includ-
ing interactive and confounding factors;

e Setting desired outcomes for key factors such as targets
or threat reduction results; and

e Deciding which action or set of actions to invest in to
achieve desired outcomes.

A large part of the “art” of evidence-based conservation
involves the project team understanding the complexity of
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their system of interest well enough to determine the right
set of specific and generic hypotheses to consider, as well as
the right sequence and the level of detail to which they need
to be assessed. Once these key hypotheses have been deter-
mined, the project team needs to explicitly or implicitly fol-
low a decision tree (e.g., Figure 2) in order to appropriately
assemble and use project and/or generic evidence to support
their decisions. The key is not to be paralyzed by a lack of
evidence, but rather to use evidence where it is needed and
available—and then to make sure to document the type of
evidence used to make the decision as well as the source of
that evidence. It is perfectly acceptable under an adaptive
management approach to make a decision based on “a rough
guess” or “expert knowledge” as long as it is clear that this
is how the team arrived at this decision. And of course, it is
also important for the project team to contribute their find-
ings to the broader global evidence base.

To enable evidence-based conservation, it is essential to
build it into the frameworks and tools that conservation prac-
titioners use. As one example, the CMP will build basic
guidance into the next version of the Open Standards for the
Practice of Conservation that more explicitly defines and
supports evidence-based practice, including the need to
develop specific hypotheses, assess them as appropriate, and
document the sources of evidence. Support for evidence-
based practice can also be built into key tools used to imple-
ment conservation projects; for example, Figure S4 shows

Gaps in evidence
base identified

Evidence Generation

Practitioners able

to assess specific

& generic evidence
needed & available ~—»

Ongoing project
evidence reliably &
systematically
documented

Project evidence
—— compiled & made
accessible to
others

Project evidence
analyzed to create
— generic evidence

Existing project P Frameworks, el
evidence databases & push
. Build Appropriately -
syztematl‘czlly RS analyze ‘0‘_’:’5 exist t:hma(:h
arveste EE evenes evidence with users.

culture/tools

Key Actors Implement this Chain

Conservation
community is

Build EBC aware of EBC

community
of practice
Promote &

advocate

for EBC

Access to Evidence

Practitioners
access 'right’
evidence on a

Enabling Conditions for Evidence-Based Conservation (EBC)

Conservation
community has
incentives for EBC

Support &
fund EBC

Ajournal of the Society for Conservation Biology

recently developed features of Miradi Software that support
evidence-based conservation.

5.2 | Incorporating evidence use and
generation into conservation as a discipline

In relatively mature disciplines such as medicine or educa-
tion, there has been a great deal of progress in incorporating
evidence into professional practice. These disciplines have
many factors supporting evidence-based practice, including
relatively well-defined case situations such as treating a dis-
ease in patients or improving student math skills, generally
accepted and quantifiable metrics of success, a vast cadre of
clinical researchers who focus on studying the effectiveness
of clinical practice, and the cultural, political, and financial
support to make evidence-based practice happen. Even with
these advantages, however, adoption of evidence-based
practice is far from the universal norm. In conservation, by
contrast, we are still trying to work out basic understandings
of complex and messy case situations, develop appropriate
metrics of success, build the capacity of clinical researchers,
and raise the needed support to make all of this happen.
Given these challenges, it is perhaps not surprising that
evidence-based practice is currently less developed in
conservation.

That said, conservation also has a great advantage in that
we can learn from the experiences of other disciplines to sys-
tematically develop an approach to evidence-based practice

Key to Shapes in Results Chain

Ultimate Outcome Intermediate Outcome

Intermediate Result Action (Strategy)
Blue Text = Enabling Condition Green Text = Action by Others

Better Conservation
Projects & Programs
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FIGURE 4 High-level theory of change for promoting evidence-based conservation (EBC) across the discipline. The three large boxes in the

center of the chain represent how evidence is generated, distributed and used to improve conservation projects and programs. The large box at the

bottom of the diagram contains the enabling conditions that have to be in place to promote evidence-based practice. As shown by the large box in

the lower right corner, there is also an inherent assumption that if we can collectively use evidence to show enhanced effectiveness, we will be able

to attract increased support for conservation from society. Finally, the hexagons represent high level strategies that key actors could collectively

undertake to help implement this chain
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that makes sense in the complex and messy context of con-
servation projects. Ultimately, if conservation as a discipline
is going to become more evidence-based, then we collec-
tively need to improve how evidence is generated, accessed,
and ultimately used by practitioners along a shared theory of
change (Figure 4). Our collective challenge going forward
will be to implement this theory of change.
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Abstract Designing and implementing natural resource
monitoring is a challenging endeavor undertaken by
many agencies, NGOs, and citizen groups worldwide.
Yet many monitoring programs fail to deliver useful
information for a variety of administrative (staffing,
documentation, and funding) or technical (sampling
design and data analysis) reasons. Programs risk failure
if they lack a clear motivating problem or question,
explicit objectives linked to this problem or question,
and a comprehensive conceptual model of the system
under study. Designers must consider what “success”
looks like from a resource management perspective,
how desired outcomes translate to appropriate attributes
to monitor, and how they will be measured. All such
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efforts should be filtered through the question “Why is
this important?” Failing to address these considerations
will produce a program that fails to deliver the desired
information. We addressed these issues through creation
of a “road map” for designing and implementing a
monitoring program, synthesizing multiple aspects of a
monitoring program into a single, overarching frame-
work. The road map emphasizes linkages among core
decisions to ensure alignment of all components, from
problem framing through technical details of data col-
lection and analysis, to program administration. Follow-
ing this framework will help avoid common pitfalls,
keep projects on track and budgets realistic, and aid in
program evaluations. The road map has proved useful
for monitoring by individuals and teams, those planning
new monitoring, and those reviewing existing monitor-
ing and for staff with a wide range of technical and
scientific skills.

Keywords Monitoring design - Effectiveness
monitoring - Status and trends monitoring - Adaptive
management - Inventory - Structured decision making

Introduction

Long-term monitoring of natural resources is of growing
importance (Janetos and Kenney 2015), especially at
larger spatial scales (e.g., Beever and Woodward 2011;
Christensen et al. 2013; Gannon et al. 2013; Kenney and
Janetos 2014; Isaak et al. 2015; Janetos and Kenney
2015). Yet, despite the growing demand for data
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collected consistently across space and time, too often,
monitoring efforts fail (Field et al. 2007; Reynolds
2012). The literature is rich with monitoring guidance
and lessons learned that highlight the diverse sources of
failure—from poorly defined objectives (e.g., Silsbee
and Peterson 1993; Lindenmayer and Likens 2010b),
poor selection of indicators (Hinds 1984; Olsen et al.
1999; Irvine et al. 2015), inadequate survey design or
statistical power/survey effort (Taylor et al. 2007;
Reynolds 2012), or the more complex organizational
issues that arise in sustaining program consistency
across timescales of a decade or more (Lindenmayer
and Likens 2010a). The literature broadly clusters into
two groups—those focused on general issues of prob-
lem framing and objective setting and those focused on
detailed guidance regarding specific technical issues
(e.g., indicator selection, survey design, and analysis).
Although well aimed and informative, neither group
covers all the requisite components required for a suc-
cessful monitoring program, let alone how the decisions
in any one component influence and/or constrain the
choices in any other component (Reynolds 2012). This
leaves those charged with developing a new monitoring
program, or sustaining an existing one, to develop their
own holistic vision of these many components and
linkages—a task requiring time and usually achieved
in hindsight.

When initiating a new monitoring program, the lack
of an overarching vision of all the necessary compo-
nents presents two fundamental barriers to success.
First, it hinders recognition of the diversity of consider-
ations and decisions required and, thus, recognition of
both the preliminary planning necessary prior to actual
data collection and the resources necessary for success.
Second, given that monitoring efforts generally require
high-functioning collaborative teams, the lack of a high-
level organizational structure hinders the clear and ef-
fective communication required to ensure that all team
members are aligned on the same goal and aware of how
their specific contribution (e.g., coordination, logistics,
statistical design and analysis, data management, com-
munications) links with others (National Research
Council 2015). Indeed, the biggest challenges that un-
dermine the success of monitoring programs are cultural
and organizational (Field et al. 2007). Successful mon-
itoring requires strong collaboration among managers,
ecologists, and data scientists that is hindered by orga-
nizational boundaries, funding cycles that are too short,
and the common practice of allowing data to pile up

@ Springer

without rigorous analyses that would inform improve-
ments in monitoring methods.

We have addressed these challenges by creating a
ten-step “road map” for designing and implementing a
biological monitoring program (Fig. 1). The road map
provides a high-level overview of the full monitoring
process: from framing the problem and defining objec-
tives, to deciding if monitoring is even required, to the
technical details of survey design and data management,
to the administrative elements required to ensure pro-
gram learning and improvement. In addition to provid-
ing for more effective communication, collaboration,
and team alignment, the graphical synthesis can be used
for benchmarking to ensure that projects remain on track
and resources are scheduled and available.

The road map can be seen as an extension of earlier
graphical efforts (Hinds 1984; Silsbee and Peterson
1993; Elzinga et al. 2001; Lindenmayer and Likens
2009; Lindenmayer and Likens 2010a) and a synthesis
of earlier design principles, both general (Silsbee and
Peterson 1993; Wissmar 1993; Maher et al. 1994,
Elzinga et al. 2001; Lindenmayer and Likens 2010b;
Lindenmayer and Likens 2010a) and technical (Olsen
et al. 1999; McDonald 2003; Taylor et al. 2007;
Reynolds 2012). It is more comprehensive and prescrip-
tive than these earlier efforts in emphasizing linkages
among the myriad planning decisions, as well as, in the
accompanying narrative, providing guidance on specific
methods, tools, or resources that we have found to be
most effective for each step. The road map’s philosophy
is aligned with the adaptive monitoring approach es-
poused by Lindenmayer and Likens (2009) though it is
somewhat broader in the inclusion of specific guidance
for deciding if monitoring is even required (step 5) and,
if so, what type of monitoring.

In 1993, this journal devoted a special issue to papers
from a workshop on “Improving Natural Resource
Management through Monitoring.” The opening edito-
rial commented that “(a)lthough most of the concepts
may seem self-evident, they are widely applicable and
should be explicitly incorporated into the planning and
implementation of any. .. monitoring program” (Stafford
1993) (pg. 87). Almost 25 years on, the literature dem-
onstrates that when it comes to the complex challenges
of long-term natural resource monitoring, these “self-
evident” concepts continue to be so mainly in hindsight
and are still not widely recognized and adopted. Our
objective in creating the road map is to help change that
situation over the next 25 years.
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Fig. 1 The road map for designing and implementing monitoring
has ten steps sequenced in four general phases—“frame the

e

problem,” “design,” “implement and learn,” and “learn and
revise.” Key times for iteration back through earlier steps are

A road map for designing and implementing
a biological monitoring program

The ten-step road map for designing and implementing
a monitoring program has four general phases (Fig. 1):
1. Frame the problem, clarify the objectives, develop a
conceptual model of the system, and identify possi-
ble management actions

denoted by the refurn arrows emerging from step 4, step 10, and
phase 4 learn and revise. Decisions made at each step should be
recorded in the project record (Appendix)

Design the monitoring, including the data collec-
tion, analysis, and data management components.
This entails first deciding whether or not monitoring
is even required

Implement the monitoring and learn from the data;
inform decision making

Learn to improve the monitoring process; incorpo-
rate new tools and system information; and revise
objectives, design, and methods, as appropriate

@ Springer
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We review each phase of the road map, briefly de-
scribing the core goals, actions, and products. We use a
simple example of sustaining a moose population to
illustrate the steps. The more technical aspects of mon-
itoring, by necessity, are described only superficially;
our focus is providing guidance on overall program
planning and design to maximize value in support of
policy or management decision making.

Phase 1—frame the problem

Steps 1—4 of the road map (Fig. 1) follow a structured
decision making process (Lyons et al. 2008; Gregory et
al. 2012) and include key tools useful in decomposing a
problem to determine the appropriate approach.

Step 1: define the problem or question

A management problem or question motivates the need
for information about the system. A robust problem
definition should answer “Why is this an important
problem or question?” and address the following: the
temporal and geographic scope of the problem; who has
the authority to make decisions that could resolve or
address the problem; the legal, financial, or political
constraints that the decision makers are working under;
what information about the resource is needed to im-
prove the decision making; and who are the stakeholders
that will be interested in and/or impacted by the deci-
sion. It is not uncommon for monitoring data to have
proximate value to the planning team and stakeholders,
as well as long-term value to future decision or policy
makers and the conservation science community. A
good understanding of multiple information needs and
pathways to influence decision making should be con-
sidered in this step. This “information need” is what the
monitoring effort aims to address (Reynolds 2012).

In resource management agencies, it is often difficult
to discern exactly what the problem is, especially if
several people or stakeholders need to arrive at a com-
mon understanding. Indeed, problem definition is often
skipped in favor of immediately focusing on what to
monitor. However, problem definition is required to
place monitoring within the relevant management con-
text. Even when the focus is simply the “status and
trend” of a resource, there is an unstated expectation
that someone will endeavor to achieve or maintain a
desirable state or reverse an undesirable trend. Who has
that responsibility and authority? This person, office, or

@ Springer

agency will be reading the reports and using the infor-
mation to guide decisions. They need to be involved in
the planning, so they can clarify their information needs,
including specifying the desired precision and quality of
information, the timing and format of reporting, and
better understand what information is feasible to obtain
(Averill et al. 2010). A workshop provides a positive
setting for the focused, cross-disciplinary dialogues usu-
ally required to clarify these information needs. This is
the foundational step of the monitoring design process
because it clarifies the underlying goal of the monitor-
ing; failing to specify the problem is like building a
house on a weak foundation.

Step 2: state the objectives

Once the problem is defined, one needs to articulate the
objectives. Objectives often relate to a desired future
condition of a resource, although they sometimes entail
simply understanding the current condition (Keeney
1992; Yoccoz et al. 2001). In the former case, a manager
may want to restore ecological integrity to a degraded
system or ensure certain levels of ecosystem services.
There are two types of objectives: fundamental and
means. Fundamental objectives are the core outcomes
that one cares about “just because” and represent some-
thing to strive for to achieve the organization’s mission.
A good fundamental objective is the “broadest objective
that will be directly influenced by the [decision] alter-
natives and within the control of the decision maker”
(Gregory et al. 2012, p. 74). In natural resources man-
agement, fundamental objectives usually represent a
healthy ecosystem, habitat, or population. Means objec-
tives contribute to achievement of the fundamental ob-
jectives by defining a particular way of achieving the
fundamental objective. For example, given a fundamen-
tal objective of “prevent an endangered bird species
from going extinct,” an associated means objective
might be to “increase reproductive success.” The rela-
tionships between the fundamental and means objec-
tives can be depicted graphically by an objective hierar-
chy; Fig. 2 illustrates an objective hierarchy for a fun-
damental objective of sustaining a moose population.
Step 2 involves clarifying the fundamental and
means objectives and sketching the objective hierarchy.
In step 6 (Fig. 1), we will return to the objective hierar-
chy to step down each means objective into system
characteristics (“attributes™) that can be measured to
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Sustain moose
population

I

|

Fundamental Objective

animals

Maximize Maintain total Means Objectives
reproduction population
\ |
[ ]
Change in ib
Productivity Population size population size over Attributes
time

L 0.5 Calves / Cow t >1,000 +/- 300 t <5% decline in Targets

population / yr

Fig.2 The objective hierarchy for the moose example, illustrating
the relationships among the fundamental objective (“Sustain
moose population”), means objectives (e.g., “Maximize
reproduction”), attributes (i.e., the characteristics of the system
that are of interest, such as “Productivity,” see “Step 6: translate
the conceptual model from step 3 into quantitative form” section),
and targets and thresholds based on the measurements selected for

assess achievement of the means objective—these are
already shown in Fig. 2.

Step 3: sketch a conceptual model of the system

Given an identified problem and objectives, developing
a conceptual model (step 3) provides an essential per-
spective (Fancy et al. 2009; Margoluis et al. 2009) by
showing key system components, including threats
(Salafsky et al. 2008), human activities or interventions,
and their relationships to the fundamental objective. The
conceptual model of the system is the intellectual foun-
dation upon which a monitoring program rests, as it
makes explicit the connection between system drivers
(including management actions) and the fundamental
objectives, thus helping clarify exactly what should be
monitored (Ogden et al. 2005; Woodward and Beever
2011). Existing information about the system informs
the conceptual model; current knowledge of the litera-
ture is essential for building a useful conceptual model.

Figure 3 illustrates one type of conceptual model, an
influence diagram, for the moose population example.
Geometric shapes visually distinguish the fundamental
objectives, important system components or drivers, and
management actions and show the connections between
each. The initial version of the influence diagram is
often complex and, with iteration, will be refined and
simplified. An influence diagram can provide insights
about how the system functions and should include

each attribute (e.g., “>0.5 calves/cow”). The objective hierarchy is
developed and refined during steps 2 and 6. The moose example
involves annual decisions and, based on the objective hierarchy,
requires annual surveys in each of the five management units to
estimate productivity attributes of the moose population in each
unit and overall population size and trends

drivers impacting the fundamental objective, possible
management actions (including policy decisions) that
could reduce the negative impacts of drivers (“threats”)
and/or promote achievement of the fundamental objec-
tive, and external factors that need to be accounted for in
design and analysis of monitoring (Margoluis et al.
2009; Gregory et al. 2012). For example, predator con-
trol used to manage moose populations is a controversial
management action. The influence diagram should in-
clude both the intervening external factors that may
moderate the impact of predator control as well as other
possible management actions (harvest regulations, hab-
itat enhancement) that may similarly increase moose
populations, thus providing other management alterna-
tives. Ideally, the influence diagram becomes the basis
for future process or quantitative models (step 6)
(Conroy and Peterson 2013). Utility nodes can be added
to the influence diagram to incorporate explicitly the
“value,” positive or negative, associated with different
actions and outcomes (Conroy and Peterson 2013).
Conceptual models are also useful for clarifying the
four main types of uncertainties associated with man-
agement decision making (Nichols et al. 2011). These
uncertainties are as follows: environmental variation—
inherent stochastic variation in environmental factors;
partial controllability—imprecise application of man-
agement actions; partial observability—imprecise mea-
surement of the system; and structural uncertainty—
lack of understanding about relationships between
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Manage Fire

Climate
Change

Vaccinate
Herd

Extreme
Weather

Disease

Predator
populations

Control
Predators

Fig.3 The influence diagram, developed in step 3, is a conceptual
model that illustrates the “big picture” associated with a problem
and indicates where decisions or actions could be applied and their
assumed pathways of influence. This diagram depicts factors and
actions that can potentially affect the fundamental objective (dia-
mond) of sustaining the moose population in the example.

system state and drivers, e.g., uncertainty in defining the
model itself. Knowing the major uncertainties that ad-
versely affect decision making allows one to design the
monitoring program to control and/or reduce each of
them, as feasible (Yoccoz et al. 2001; Regan et al. 2002;
Kendall and Moore 2012). Referring to Fig. 3, extreme
weather is associated with environmental variation; par-
tial controllability may be associated with both predator
control and vaccination (impossible to vaccinate all
animals or control certain wolf packs) and should be
considered in defining any related actions. Partial ob-
servability will be a factor in all observations made of
the system and should be accounted for in the design
and measurement process. Structural uncertainty can be
addressed through careful design of the monitoring ap-
proach (step 5) if its reduction is identified as a means
objective.

Step 4. specify management or policy actions
or confirm none planned

Are the decision makers and stakeholders considering
potentially implementing specific management or poli-
cy actions to resolve or address the problem? To avoid
confusion, we reserve the term “action” to mean man-
agement activities intended to relatively directly reduce
a threat or otherwise improve the state of the system

@ Springer

Population and

Existing Road

Habitat Quantity
and Quality

Sustainable
Moose
Population

Moose

Distribution

Set Harvest
Regulations

Contributing factors (rounded rectangles) include things that
may respond to management actions (habitat quantity and quality,
disease, predator populations) as well as factors that are largely
outside the manager’s control (extreme weather). Rectangles de-
note potential management actions

under management; we do not consider as an action
“implementing a procedure to inform or assess the ef-
fects of management actions, e.g., starting a monitoring
program.” Examples of actions include habitat manipu-
lations, regulations and restrictions, policies, funding
decisions (including funding research to reduce struc-
tural uncertainty regarding how the system will respond
to specific actions), administrative adjustments, and
“doing nothing.” Brainstorming a wide range of poten-
tial actions with limited censorship will encourage novel
ideas to emerge (De Bono 1989), only then begin filter-
ing the suite of potential actions by considering logis-
tics, legality, political palatability, resources, and time. If
there are no potential actions being considered, go to
step 5; otherwise, continue in step 4 clarifying the
actions.

For each action remaining under consideration, use
the conceptual model from step 3 to develop a “results
chain” (Margoluis et al. 2013)—a path through the
influence diagram specifying a sequence of cause-and-
effect relationships that begin with the action, possibly
run through a series of intermediate impacts, and end
with a means objective that the action is expected to
impact. The results chain summarizes how the system is
expected to change if the action is implemented and thus
encapsulates your “theory of change” (Margoluis et al.
2013) For the moose population example, one results
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chain is as follows: Vaccinate herd for brucellosis in fall
— decrease incidence of disease — increase male over-
winter survival and maternal health — improve produc-
tivity per female — increase net productivity of popu-
lation. By clarifying the path of influence for a specific
action, a results chain may suggest additional, interme-
diate system characteristics worth measuring to track
effectiveness and identify where your system under-
standing may be breaking down (step 6), perhaps due
to structural uncertainty; it may reveal intervening fac-
tors that need to be considered or perhaps even con-
trolled, and it can aid in the development of quantitative
models describing system dynamics (step 6). At the end
of this process, update the conceptual model if
necessary.

In clarifying the details of each action, including the
associated results chain, be sure to specify operational
details such as the following: (i) Is it a one-time action or
will it be repeated? If repeated, how often? (ii) When
should the action be applied? (iii) Are multiple actions
possible at a given point in time? (iv) How quickly is the
system is expected to respond to the action? Is there
likely to be a long lag time? (v) How much control is
there over implementing the action? Is there large un-
certainty (e.g., partial controllability)? (vi) How much
will it cost to implement the action?

Often, management actions can be grouped together
into portfolios (Doremus 2003; Blomquist et al. 2010),
e.g., sets of actions that can be implemented together.
The conceptual model for the moose population (Fig. 3)
shows four types of actions: control predators, set har-
vest regulations, vaccinate the herd, and manage fire.
These can be combined, mixing different implementa-
tion options for each action type into different portfolios,
e.g., varying harvest season length and bag limits.

Revisit steps 1-4 and create administrative record

Moving quickly and repeatedly through steps 1-4
(“rapid prototyping™) is an effective and efficient way
to “frame the problem” (Starfield et al. 1994; Blomquist
etal. 2010). In practice, each step in the process informs
both earlier and subsequent steps, leading to refinement
of the problem, objectives, alternatives, and, eventually,
the entire conceptual model of the system. The “revisit”
arrow (Fig. 1) is a reminder to reconsider the initial steps
before proceeding to step 5; this might be done multiple
times.

When one is satisfied that steps 1-4 have been ade-
quately completed, at least for the time being, one
should create an administrative record for the project
(project record, Appendix). This documents the pro-
ject’s history and evolution, recording decisions made
during each step of the road map. Details of both deci-
sions and their rationale are easily forgotten if not doc-
umented. This can cause decisions to be revisited re-
peatedly and needlessly, impeding progress (and en-
gagement). It may take many months, perhaps even a
year or more, to fully design a monitoring program;
during the interim, people could forget how or why they
made certain decisions.

The project record provides a condensed summary of
key information from project documents such as meet-
ing notes, workshops, conference call minutes, proto-
cols, survey designs, fact sheets, lists of participants,
survey data, reports, etc. It is important to record mod-
ifications to the survey design, protocols, or manage-
ment actions. To avoid bias or confounding, these mod-
ifications must be accounted for, not only in the data
analysis, but perhaps also in future data collections. Staff
changes, even at the level of survey coordinators or
principal investigators, are inevitable in monitoring pro-
grams that span multiple years. Clear and thorough
documentation is essential if a monitoring program is
to survive staff turnover.

Phase 2—design

Once the decision context has been clearly defined and
the associated information needs have been identified,
one must decide on the best approach for obtaining the
information (step 5), in particular, whether monitoring is
even necessary. If monitoring is deemed necessary, then
one proceeds to develop the technical details for the data
collection, analyses, and data management (steps 6 and
7). The design phase involves a number of technical
decisions that will ultimately determine the effective-
ness and efficiency of the monitoring. These steps
should be undertaken in consultation with experts in
statistics and data management.

Step 5: decide on the approach
After completing steps 1 through 4, one has a clear
understanding of the motivating problem and is ready

to determine the most efficient way to obtain the needed
information. New data collection may not be necessary;
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the required information may be available in the pub-
lished literature or from analysis of existing data sets.
Using existing information is faster and more cost-
effective than monitoring. Because the published liter-
ature may contain information that has escaped the
attention of the decision makers, scientists on the team
may resolve the problem by identifying and summariz-
ing the relevant literature. In the moose example
(Fig. 3), there may be research demonstrating the effec-
tiveness, or not, of either vaccination or predator control
in controlling moose populations. The possibility that
the needed information is already known provides mo-
tivation to review the available literature and build
relationships with experts who have this knowledge.
Among a manager’s many responsibilities is the pro-
fessional responsibility to help develop best manage-
ment practices by summarizing and sharing their own
experiences and data in the appropriate published liter-
ature, thus helping others in similar situations. To facil-
itate such communications, time and money for pro-
ducing these summaries must be included in project
proposals. Simplifying the sharing of conservation
management lessons in order to improve learning by
the conservation community is a major goal of recent
efforts to develop standardized vocabularies (e.g.,
Salafsky et al. 2008) and libraries of common manage-
ment decision frameworks (e.g., Muir et al. 2014 and
the Conservation Actions and Measures library at www.
miradishare.org).

If the needed information is unavailable, it is pru-
dent to next ask “is it worth gathering?” before under-
taking a new investigation. Costs, including time, may
be a significant factor in decisions about what ap-
proach should be taken. Indeed, a manager must de-
cide whether the optimal decision is to invest in man-
agement rather than monitoring (Field et al. 2004).
Major considerations include the degree of uncertainty
regarding how the system will respond to the action
(due to each of the types of uncertainties mentioned
carlier, especially environmental and structural) and
the risks associated with delayed or no action. A rough
tally of monitoring costs can be developed by estimat-
ing the costs with each of the remaining steps in the
road map (Fig. 1). Formal methods of examining
tradeoffs in cost and effort involve expanding the
influence diagram to include utility nodes (Conroy
and Peterson 2013) and using the resulting decision
model to estimate the value of information that will be
gained via monitoring compared with other

@ Springer

information-generating approaches or with making de-
cisions in the absence of the desired information
(Runge et al. 2011).

If the relevant information is unavailable but deemed
worth acquiring, then one needs to decide how to collect
or generate the information. The decision tree shown in
Fig. 4 can help with sorting through the variety of
approaches—research, inventory, or monitoring—based
on the types of information needed, whether a manage-
ment action is planned, the timing of the action(s), the
level of uncertainty associated with the expected re-
sponse(s) to the action(s), and the time frame available
for collecting the needed information.

Research Focused research to determine the best man-
agement action may be appropriate if there are one or
more actions under consideration (e.g., vaccinating
moose), structural uncertainty is the main concern, and
the system is expected to respond to manipulations
within the time period available for managers to decide
which action to implement at actual scale (e.g., across a
whole conservation unit)—in Fig. 4, this is summarized
as having a “well-defined time horizon” (especially a
short one). For example, if managers are deciding
among competing herbicide treatments to adopt for use
in reducing an invasive plant on a relatively large con-
servation unit, they may be able to conduct research,
perhaps on a small portion of the unit, for a season to
assess their effectiveness prior to deciding on which
herbicide to implement more broadly. This approach is
most effective for frameworks where there is high con-
trollability and low to moderate environmental
uncertainty.

In some cases, the effects of two or more actions can
be evaluated using designed experiments, which can
establish a causal relationship between an action and
an outcome. Well-designed experiments have two key
features: (i) treatments (e.g., actions) must be randomly
assigned to experimental units (plots, animals, trees,
etc.) and (i) each treatment must be applied indepen-
dently to at least two units (Cox and Reid 2000). De-
signed experiments accelerate learning by controlling
for extraneous sources of variation in a systematic
way. If the problem will yield to this approach, it is
likely quicker and more cost-effective than monitoring.
Many questions involving animal behavior or contami-
nants can be answered with a series of designed exper-
iments, such as determining safe vaccine dosages for the
moose example introduced earlier.
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Focused
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Fig.4 The type of monitoring required (step 5) can be decided by
clarifying whether there are any specific management actions
under consideration, the amount of time available for making
decisions regarding actions (“time horizon”), the timing of
planned actions, and the relative magnitude of uncertainty regard-
ing how the system will respond to the action(s). When appropriate

Alas, designed experiments are often infeasible in
natural resource contexts. Treatments may not be repeat-
able (e.g., removal of a large dam), or their spatial-
temporal extent may make application to multiple ex-
perimental units infeasible (e.g., a state-wide change in
moose harvest regulations). Often, there is inadequate
ability to consistently apply the treatment (e.g., partial
controllability), such as the imposition of size limits for
trout in a recreational fishery, or consistently assess the
outcome (e.g., partial observability), such as often holds
for actions targeted at affecting human behavior via
policy, enforcement or education (e.g., implementing
an education program to reduce the spread of invasive
aquatic species). Adaptive management approaches (de-
scribed below) were largely developed to overcome
these challenges, allowing knowledge of treatment op-
tions gained through limited-scale designed experiments
to be tested in the field under “real” conditions. For
example, treatment options for invasive species are of-
ten tested first in a series of greenhouse experiments,
followed by field trials, and finally under real manage-
ment conditions.

Inventory A one-time inventory or site assessment is
appropriate when there is no management action under
consideration and when the objectives can be met over a
relatively short time interval (for example, change over
time is not important). Referring to the moose manage-
ment example (Fig. 3), iflittle is known about the spatial
distribution, abundance, or age and sex structure of a
population, then an initial inventory of the population is
necessary.

Inventory or

site assessment|

0y Status and
trends
monitoring

Is timing of
the action(s)

planned?

Threshold
monitoring

O

Effectiveness
monitoring

N

Is there
medium to high
uncertainty
about the
expected
response (s) to
the action(s)?

&

@M

Monitoring
under Adaptive
Management

and feasible, focused research is likely to be faster and less costly
than monitoring. Adaptive management is only possible when
there are iterative decisions, e.g., repeated decisions of the same
kind are made over time or across space (see text of “Step 5: decide
on the approach” section for further details)

Types of monitoring Once a decision has been made to
pursue monitoring, it is necessary to identify the most
appropriate form of monitoring. Monitoring efforts have
been classified by a diversity of criteria and terminolo-
gy: for example, passive/mandated/question-driven
sensu Lindenmayer and Likens (2010a) and targeted/
cause-and-effect/context sensu Rowland and Vojta
(2013). For the purpose of guiding design decisions,
we define four types of monitoring, differentiated by
their relationship to management action(s):

» If no specific action is being considered and the
purpose is simply characterization of the state of a
system over time, e.g., how many moose are present
in a unit over time, then status and trends monitor-
ing is appropriate (Fig. 1, box 5A).

» If the monitoring information will trigger a specific
action, e.g., burn a management unit, threshold
monitoring is appropriate (Fig. 1, box 5B).

* If timing of an action is planned and there is rela-
tively low uncertainty regarding the expected re-
sponse to the action, e.g., a moose vaccine is gener-
ally known to be adequate in field conditions, then
effectiveness monitoring is appropriate (Fig. 1, box
50).

» If timing of an action is planned, there is medium-
high uncertainty in the expected response to the
action, and alternative actions will be formally com-
pared to better inform future decisions, e.g., a goal is
to reduce structural uncertainty as to relative effec-
tiveness of burning versus other silvicultural treat-
ments in a forest, then formal monitoring in an
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adaptive management framework is appropriate
(Fig. 1, box 5D).

The four types of monitoring distinguish manage-
ment information needs and contexts, and the intent to
employ one or the other affects design decisions, as we
describe in step 7. Although all four focus on uncertain-
ty regarding the state of the system, two focus on system
state without or before an action (status and trends and
threshold monitoring) and two focus on the system’s
response to action (effectiveness monitoring and adap-
tive management). Taken together, the number of ac-
tions (if any), the timing of the actions, and the degree of
structural uncertainty (which influences the framework
for informing future decision making) define the type of
monitoring or study that should be designed (Fig. 4).

Status and trends The defining characteristic of status
and trends monitoring [sometimes called baseline, sur-
veillance, or passive monitoring (Lindenmayer and
Likens 2010a)] is its focus on the state of the system,
independent of any management actions (Morton et al.
2008). The purpose is to estimate the status and trend of
some component of the system (Fancy and Bennetts
2012), often because a threat to the system is anticipated
and monitoring is required to establish current condi-
tions (“baseline”), including natural ranges of variabil-
ity, or to detect a change. For example, concerns over
how climate change may affect the moose population
might motivate monitoring to track population abun-
dance or spatial distribution. Sometimes, legislation
mandates monitoring [regulatory monitoring
(Lindenmayer and Likens 2010a)]. Even in these con-
texts, a conceptual model of the system is essential to
guide the selection of the appropriate measurements.
There are several problems with status and trends
monitoring (Nichols and Williams 2006). First, there is
typically no clear timeline or milestone to prompt as-
sessment, revision, or termination of the monitoring.
Second, maintaining the monitoring long-term is chal-
lenging when no one directly relies on the products of
the monitoring for decision making. Focusing on system
state independent of any management decisions can
make it difficult to find committed champions who will
support the program during times of lean budgets and
staff reductions [though see the successful approach of
the US Forest Service’s Forest Inventory and Health
Assessment program (Woodall et al. 2011)]. Third,
without a decision maker demanding information in a
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timely manner, data management, analysis, and
reporting (steps 9—10) may be delayed or neglected.
Problems with survey design can persist undetected
and unresolved, wasting resources, and, potentially, fail-
ing to detect degradation of the natural resources being
monitored (Reynolds et al. 2011). Fourth, the informa-
tion from this type of monitoring can be difficult to
interpret if the major drivers of change are not also
measured. Long-term status and trend information may
be of general interest but often lacks specificity in terms
of providing guidance for action, since management
was not incorporated into the survey design. For exam-
ple, if a species has declined to a point where some
management intervention is required, long-term base-
line monitoring may indicate that urgent action is need-
ed but not which action(s) will be most effective. Spe-
cies declines simply trigger further study in the form of
research to determine causes of the decline and possible
treatments.

Threshold monitoring 1f specific actions are anticipated,
monitoring can be designed to efficiently inform the
decision to act. The addition of a decision context might
call for management response when the system state
reaches a pre-defined threshold (Martin et al. 2009;
Rogers et al. 2013). Threshold monitoring is often used
for management of processes with known directionality,
such as plant succession, timber stand improvement, or
deterioration of roads or trails by erosion or high visitor
use. For example, when the cover of woody species in a
grassland unit reaches a specified level, a manager with
the objective of maintaining the grassland will initiate
some disturbance (fire, grazing, mowing) to set back
succession and reduce the dominance of woody species.
This type of monitoring is appropriate when the system
response to the planned action is already well
established and known with great certainty.

Effectiveness monitoring Once the decision to act has
been made, managers, funders, and/or other stake-
holders should want to learn the action’s consequences
(e.g., Margoluis et al. 2013). This applies even if struc-
tural uncertainty is low, especially when there is large
environmental uncertainty influencing the system re-
sponse. In its most basic form, effectiveness monitoring
involves documenting system response and noting the
degree to which the desired outcome was attained. For
example, effectiveness monitoring might be conducted
to assess the effect of a change in harvest regulations on
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moose population size. Note that the term “effectiveness
monitoring” occurs in a variety of contexts besides
resource management and conservation delivery; re-
gardless of context, the intent is to assess how well a
desired outcome was attained.

The resulting information can be used to trigger
continued action (e.g., “Was the density of trees reduced
enough or is more action required?”’) and improve pre-
diction of system response to future actions (Parrish et
al. 2003). However, if the focus is predominantly on
reducing such structural uncertainty, the information
needs may be resolved more quickly via literature re-
view or research (Fig. 4). If enough documented reports
of outcomes from previous actions are available, a meta-
analysis may be possible to help identify best manage-
ment practices (Roscoe and Hinch 2010).

When there is medium to high uncertainty regarding
how the system will respond to the actions (e.g., pred-
ator control), effectiveness monitoring may not be very
informative if monitoring is restricted to just the targeted
means objectives (e.g., moose abundance) (Allen et al.
2011). In such cases, if the desired outcome is not
attained, subsequent actions are reactive and often ad
hoc, requiring a return to phase 1 (frame the problem) to
identify alternative strategies and competing system
models. This is avoided by spending adequate time in
step 4, Specify management or policy actions or confirm
none planned, thoroughly developing the results chain
associated with each potential action and identifying
appropriate intermediate system characteristics to mon-
itor (e.g., moose calf and female survival), in addition to
the targeted means objectives, to identify any break-
downs in the conceptual model of the system (see
Margoluis et al. 2013).

Adaptive management Adaptive management is a for-
mal framework for iterative decision making in the face
of large uncertainty regarding how a system will re-
spond to a set of potential actions. It uses a quantitative
“learning process” to combine (i) effectiveness moni-
toring and (ii) a suite of predictive models quantifying
the expected outcomes from each potential action (see
step 6) to distinguish actions that move the system in the
desired direction from those that have no or negative
effect (Allen et al. 2011; Williams 2011). The approach
can generate timely information about which manage-
ment options work under which conditions (Knutson
et al. 2010; Gannon et al. 2013), providing guidance
on the optimal action given current system state. While

more frequent replication of management actions (in
space or time) leads to faster reduction of structural
uncertainty regarding system response (Williams et al.
2009), the rate of learning also strongly depends on the
system response time and environmental uncertainty.
Adaptive management uses monitoring both to reduce
uncertainty in system state and to reduce uncertainty in
expected response to management actions. In the moose
example (Fig. 3), the level of uncertainty associated with
responses of this species to alternative forms of harvest
regulations indicates that an adaptive management
framework would likely be the most efficient approach
to increase learning and, thus, better inform decision
making.

Adaptive management contrasts outcomes from dif-
ferent actions and thus is only appropriate in settings
with multiple pre-determined management actions; it is
most effective in settings where managers face many of
the uncertainties described in step 3—structural, envi-
ronmental, partial controllability, etc. (Gregory et al.
2006; Walters 2007; Williams et al. 2009; Allen and
Gunderson 2011). It is best suited to differentiating
among broad categories of actions rather than among
actions that differ in only small details (Moore et al.
2011), for which designed experiments work better.

Note that if structural and environmental uncertainty
are the major concerns, monitoring under adaptive man-
agement should, ideally, lead to learning, allowing an
eventual shift to effectiveness monitoring (as “which
action under which condition” is resolved) and, perhaps
eventually, just threshold monitoring (as structural un-
certainty is adequately resolved).

Having identified the appropriate type of monitoring,
it is time to move on to designing the technical details.

Step 6. translate the conceptual model from step 3
into quantitative form

The conceptual model and results chains formulated in
steps 3—4 serve as the basis for developing a quantitative
model or models (Irvine et al. 2015). The quantitative
model(s), in turn, provides predictions regarding how
the system will change in response to specific stressors
or management actions. Model specification leads to
consideration of the statistical methods that will be used
to analyze the data and inform the design of the data
collection (Reynolds 2012). Thinking through the
models, analyses, and design consequences ahead of
data collection speeds the rate of learning.
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The degree of sophistication of the model(s) should
be dictated by its intended uses and may require assis-
tance from technical experts during development.
Models should capture the key elements of a complex
system or decision problem (Starfield 1997; Conroy and
Peterson 2013). A quantitative model allows low-cost
exploration of “what if” scenarios in which model in-
puts can be changed and model outputs examined. This
is a powerful tool for designing monitoring but is rarely
used in our experience.

Step 6a. What attributes are of interest and how should
they be measured? The objective hierarchy, initially
sketched in step 2, and the results chains developed in
step 4 can be used to explore and select the characteris-
tics, or attributes, of the system that will be monitored.
Biodiversity, abundance, survival, growth rate, habitat
quality, and harvest rate are all system attributes that a
monitoring program might seek to quantify. Returning
to the moose example (Fig. 2), the fundamental objec-
tive can be stepped down to attributes that reflect suc-
cess, such as productivity and population size. To help
choose attributes, one can ask the question, “If I were
fully successful in achieving my objectives, what would
it look like? Conversely, if I failed to achieve my objec-
tives, what would that look like?” Alternatively, when
objectives lack specificity, one might ask, “In what ways
do I expect the system to change from the way that it is
currently?” Answering this question might lead to re-
vised, more sharply defined objectives.

An ideal attribute responds directly to the possible
actions (lagged and indirect effects are more difficult to
interpret) and is not sensitive to other system compo-
nents that are highly variable, out of management con-
trol, or difficult to measure. The ideal attribute should
also be simple and easy to measure. Unfortunately, ideal
attributes often do not exist and proxies are used instead,
e.g., fish health may be of primary interest, but weight
and length are more easily measured, and a condition
index, weight divided by length, is calculated (see Olsen
et al. (1999) for further discussion on this topic). It may
take several iterations to get the fundamental and means
objectives aligned with attributes that are feasible to
measure, given program resources (Irvine et al. 2015).
It is important to recognize when it is not feasible to
measure the necessary attributes with the required pre-
cision given existing resources (Reynolds et al. 2011;
Reynolds 2012); this is an especially important “reality
check” once data become available.
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We explicitly distinguish attributes from their physi-
cal measurement. When defining the measurement pro-
cess (sometimes called the “response design” in the
statistical literature) that will be employed, it is useful
to consider three questions: How will the attribute be
measured? What measurement scale is appropriate?
What objects or individuals will be measured?

How will the attribute be measured? Attributes that are
commonly measured in natural resource contexts—e.g.,
body condition, habitat quality, biodiversity, abundance,
and survival—can often be measured in many different
ways. For example, plant abundance might be quanti-
fied by counting stems, visually estimating percent cov-
er, or weighing harvested biomass and growth rate by
recording change in height or diameter. As noted above,
fish health could be measured as length-adjusted weight
or, alternatively, by a visual inspection and classification
as good, fair, or poor condition. In the moose example
(Fig. 2), productivity is logically measured as the num-
ber of calves produced annually per cow, but the time
post-calving when the count is taken also must be de-
fined as part of how the attribute is measured.

What measurement scale is appropriate? The scale of
measurement determines the statistical methods that can
be used to analyze monitoring data and runs from cate-
gorical through ordinal and interval to ratio [see Sparks-
Jackson and Silverman (2010) for a detailed description
of these measurement scales.] Measurements “higher”
on the scale are more amenable to quantitative analyses,
but often more prone to measurement errors and other
problems. For example, in the field, it is generally easier,
but less informative, to classify abundance as none-low-
high (ordinal) than to count individuals (ratio).

What object will be measured? The object, individual,
or “thing” to be selected and measured must also be
considered. In statistical terminology, this thing is the
sampling unit (caution: do not confuse this use of “unit”
with the unit of measurement, such as m, s, or °F.) In
some cases, the sampling unit is a well-defined, natural
object, such as an animal, tree, pond, nest, etc. More
often, the sampling unit is arbitrarily defined, e.g., a
transect, plot, core, net haul, etc. If sampling units do
not have natural boundaries, one must choose the size,
shape, depth, duration, or other relevant characteristics.
There are a number of useful references that describe
factors to consider when defining a sampling unit for
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measurement (Elzinga et al. 2001; Keeney and Gregory
2005).

Choice of measurement is critical, affecting the cost
of the monitoring program, skills required of observers,
the sampling designs one might employ, the analytical
methods that are appropriate, and, ultimately, learning.
In addition to considering the possible field and analyt-
ical methods available and their cost, it is worth thinking
about three properties that will affect the usefulness of
the measure.

First, how repeatable or variable is the measurement?
Variability that results from the planned actions or other
system components of interest is good, but uncontrolled
variability and low repeatability will make learning
difficult. For example, siphon pumps are used to catch
aquatic micro zooplankton. Counting the numbers of
each species requires considerable expertise; measure-
ment errors are common. Moose may be counted via
transects conducted by air; significant training is re-
quired to ensure repeatable counts among observers.

Second, could the measurement be biased? If so, can
the bias be controlled or measured and adjusted for?
One common form of bias results from imperfect detec-
tion, when organisms are missed by observers. If detec-
tion varies by habitat, condition, density, or observer,
patterns in the data may reflect detection effects, which
may obscure actual changes that monitoring is designed
to track. Moose counted via aerial surveys are expected
to be more detectable in open habitats compared with
dense forests. Data collection can be designed to accom-
modate estimation of detection probabilities
(MacKenzie et al. 2006).

Finally, is the measurement likely to produce a large
number of zero values? Zeroes are common when mea-
suring abundance in natural communities, e.g., secretive
marsh birds. Zeros may represent a true absence or
detection problems at low abundance (Martin et al.
2005). The second case is more problematic, but, in
either case, a high prevalence of zeroes can complicate
statistical analyses and data interpretation. Recognizing
these complications early can lead to changes in sam-
pling designs, analytical methods, or the selection of
alternative attributes or measurements.

Step 6b. Modeling system change over time Given the
conceptual model formed in step 3, the anticipated
actions from step 4, and some idea of the relevant
attributes and measures, a quantitative model that
describes both the natural system and the effect of

management actions, if any, can be formulated. In
general, it is better to start with a simple model and
add complexity only as needed to resolve the problem
or question rather than beginning with a complex model
and trying to simplify (Starfield 1997). The initial
model, based on the influence diagram (Fig. 3), should
link key ecosystem drivers, anthropogenic drivers, or
management decisions to desired outcomes. Various
authors have addressed the problem of model formula-
tion for fish and wildlife systems (Starfield et al. 1994;
Hilborm and Mangel 1997). For the sake of brevity, we
focus here on some relatively simple quantitative
models with reference to the four types of monitoring
identified previously (Table 1).

Quantitative models when monitoring without or before
management action The primary role of a model in both
status and trends and threshold monitoring is to summa-
rize relationships among the major drivers of the system
and the fundamental objectives, as represented by the
attribute(s) of interest. These models may use time as the
sole predictor of system response (Table 1(A)), may
include covariate attributes that predict the attribute(s)
of interest (Table 1(B)), or may include lagged variables
(Table 1(C)).

Although the simple linear trend model provides a
description of the past (Table 1(A)), it provides no
insight into what caused the trend. If the unexplained
changes in the response (¢, in Table 1) are large relative
to the trend, it will take a long time to detect the trend.
An alternative model postulates that the response being
measured is changing as a function of another attribute
(Table 1(B), where the factor x; for the moose example is
a measure of hunting pressure). A more complicated
model recognizes that 1 year’s value may well be related
to that of previous years (Table 1(C)).

The models can become increasingly complex. For
example, the response of multiple attributes could be
modeled simultaneously, including relationships and
interactions between them. Although statistical methods
allow for such complex models of associations among
system attributes, these models are limited in the insight
that they provide into the causal relationships [though
see Grace (2006) for an approach that accounts for our
scientific understanding of direct and indirect relation-
ships among attributes]. Another drawback of complex
models is that the data requirements are usually higher
than for simpler models; i.e., more attributes need to be
measured.
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Table 1 Simple models for estimating attribute changes over time and in response to management

Model description

Model formulation

A. Simple linear trend:
1 > 0. Density is increasing
01 < 0. Density is decreasing
B. Simple linear predictor

C. Simple linear predictor with lag

D. Simple linear predictor with lag and step change due to action.

I[t > 2004] = 1 if > 2005 and =0 for years prior to 2005

E. Simple linear predictor with lag and linear response to management manipulation.

ye=00+ Brt+e

V=00 + Brx + e
Ve= 00+ Brx, + By + &
Vo= 0o+ Brx, + By, -1 + Ballt > 2004] + ¢,

Ve= 0o+ Brx; + Boye—1 + Bya, + &

a, is the “off-limits” hunting acreage set aside in the management unit in year 7.

For the moose management example, y, denotes moose density in one management unit during year ¢, x, denotes the number of hunting
licenses issued in year ¢, and ¢, is the difference between the actual moose density and the density predicted by the model

When planning threshold monitoring, it is impor-
tant to establish the threshold value or management
trigger of the measured attribute in step 6, if not
before. The basis for selecting the threshold should
be documented, and the statistical methods that will
be used to establish that the threshold has been
crossed should be considered along with model for-
mulation (Guttorp 20006).

Quantitative models when monitoring to evaluate man-
agement actions Effectiveness monitoring and adaptive
management focus on reducing the uncertainty sur-
rounding system response to management actions. Un-
like the quantitative models for monitoring without
action, these models include a predictor variable that
indicates when a new management action was imple-
mented (e.g., Table 1(D) models a “step change” or
constant shift in the system state as a result of action)
and possibly reflects a measurement associated with the
action (e.g., Table 1(E), where management action is
quantified by the amount of acreage off-limits to
hunting).

Quantitative models are central to the adaptive man-
agement framework, first encapsulating the system re-
sponse expected as a result of potential management
actions and then summarizing the observed response
into rules guiding the next round of decisions (Kendall
2001; Lyons et al. 2008). These rules are often reflected
in “model weights” assigned to each of a set of compet-
ing models describing system response. Weights are
updated as monitoring data accumulate under different
management actions, providing the quantitative learning
process at the heart of the framework and thus reflecting
the reduction in structural uncertainty.

@ Springer

Step 7: design the survey, the analytic approach,
and the data management system

Having defined the required measurements and the
quantitative model intended for synthesizing the data
that are collected, it is time to design the details of the
data collection, analysis, and data management compo-
nents. These three components are very closely related,
as the survey design will be informed by the intended
data analyses and will, in turn, constrain any other
supplemental analyses. For example, the best survey
designs for assessing trends are usually quite different
from the best survey designs for fitting a model to
specify current relationships among a variety of attri-
butes (McDonald 2012). Working out these technical
details often entails collaboration with specialists in
each component.

Step 7a. Design the survey Survey design entails spec-
ifying where, when, and how to measure, given the
available resources. This step will nearly always benefit
from consulting a statistician or sampling design expert.
Survey design is informed by a wealth of statistical
research, and it is difficult for monitoring practitioners,
who undertake design relatively infrequently, to gain or
maintain this expertise. Many resources provide guid-
ance on these topics (Elzinga et al. 2001; Thompson
2004; Schaeffer et al. 2011; Thompson et al. 2011;
Reynolds 2012; Thompson 2012). The challenge for
the practitioner is to know what guidance is best applied
to their particular problem. A statistician familiar with
natural resources problems and sampling design appli-
cations can guide the practitioner to the right resources,
evaluate proposed sampling designs, and assist in
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planning the associated data analysis and reporting.
Given the potential cost of any rigorous monitoring
program (even one that involves only one field station),
this consultation should be considered essential, not a
luxury. The statistical consultation will be most efficient
if those designing the monitoring have done their home-
work in steps 1-6. You may discover that what you want
to learn cannot be obtained through monitoring, given
time and cost constraints, and that it is more productive
to focus your efforts elsewhere (Legg and Nagy 2006;
Runge et al. 2011). This insight alone is worth all the
effort devoted to following the road map in steps 1-6!

Sampling one time Data are required to fit the quantita-
tive model so it can be used to assist decision making.
Commonly, the data come from observational studies
that involve sampling. Statistical sampling allows for
valid, unbiased inference from a set of observations (the
sample) to the larger set from which they were selected
(the sample frame), eliminating the need to conduct a
complete census, which is usually infeasible. Statistical
sampling methods provide measures of the uncertainty
associated with the sample estimates (e.g., uncertainty
of the estimated mean), allowing one to assess differ-
ences between the estimated characteristics and pre-
determined reference values [see Reynolds (2012), for
further discussion]. For example, is moose density, as
estimated from a sample of aerial survey transects,
above the threshold density required to allow a hunting
season on the management unit?

Choosing the sample requires making a suite of
decisions regarding (1) the individuals, objects, or loca-
tions being selected for measurement (i.e., the sampling
units); (2) the population or area that we are selecting
from and therefore able to make inferences about (i.e.,
the sample frame); (3) the population or area that we
want to understand (i.e., the target universe); and (4) the
rules or method for choosing sampling units. These
decisions require careful consideration to avoid or clar-
ify any potential sources of bias. Further, the decisions
must be documented—both for future data collectors, so
as to avoid introducing bias, and for future data users, so
they can properly analyze the data (for further informa-
tion, see the references listed in the first paragraph
above) (“Step 7a. Design the survey” section).

Different choices among the elements 1-4 above
result in tradeoffs between statistical precision and cost
and incorporate different amounts of knowledge about
the structure of the system under study. For example, an

aerial survey of moose may stratify on distinct types of
habitat (e.g., riparian corridors versus open tundra) to
allow for more precise estimates than from a simple
random sample, or logistical constraints associated with
field access may make a simple random sample of
vegetation communities prohibitively expensive and
but a systematic sample more feasible (at the potential
of some loss of precision). The number of possible
methods and the importance of these tradeoffs make it
best to develop the sample design through a collabora-
tive team of experienced field technicians, statisticians,
and managers. More complicated survey designs gener-
ally entail more complicated analyses and other poten-
tial constraints on broader use of the data (Reynolds
2012).

Sampling through time Monitoring adds additional de-
cisions about how frequently and for how long one
should monitor, and how sample selection at one time
relates to selection at another [the statistical literature
refers to this as the “revisitation design”; see McDonald
(2012) and Urquhart (2012)]. At one extreme is the
decision to select survey locations once and revisit them
on all future surveys (i.e., “repeated measures,”
“longitudinal,” or “panel” design); this maximizes the
ability to detect changes through time but limits cover-
age of the sample frame. At the other extreme, an
entirely new set of locations is selected at each time
point (“cross-sectional” design), which maximizes cov-
erage of the sample frame through time but potentially at
the cost of reducing the ability to detect changes in the
response of interest (because of the added noise from
changing locations). The opportunity to select new lo-
cations allows for the potential to broaden the total
proportion of the sample frame that is measured, which
may be a goal (often termed “coverage”). In between
these two extremes are a range of approaches that pro-
vide different tradeoffs between the dual goals of cov-
erage and detection of change, e.g., rotating panel de-
signs. The ultimate design decision needs to consider
project-specific factors, such as logistics (is it feasible to
visit a new selection of locations each survey?), costs,
effect of repeating data collection at a location (e.g., will
repeated visits damage or otherwise change the features
being measured?), and the complexity of the analyses
that the design will dictate.

The repetition that comes from sampling through
time raises the potential for problems to arise due to
changes (sometimes subtle) in the sampling design
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elements. For example, if protocols are not specific
about the timing of data collection, logistical or other
pressures may arise that systematically shift the timing
of data collection earlier or later in the season. If this
changes the phenological state being sampled (e.g.,
growth stage), then the final monitoring time series will
be confounded with changes in phenological state (see
Reynolds (2012) for other examples).

Sample size determination Determining an adequate
sample size to accurately estimate key attributes is not
a trivial problem. Sample size is a tradeoff between
accurate estimation of key attributes and cost constraints
(Legg and Nagy 2006). Ecosystem models can be com-
plex, with attributes that can have a wide range of values
and environmental variation that is difficult to predict.
There are multiple sample size decisions that involve
deciding how many samples to collect at a single loca-
tion, multiple locations, and over time. In the moose
example, decisions will need to be made about how to
count the animals, when (in what seasons), the frequen-
cy of surveys (multiple times a year? every year? every
third year?), and the number of sample units to measure
during a single survey.

Computer simulation is the primary tool for calculat-
ing sample sizes; simple formulas generally do not exist
(Smith et al. 2010; Thompson et al. 2011), another
aspect of monitoring design best handled by a statisti-
cian or modeler. It is useful to collect pilot data to
estimate sampling and temporal variation and test pro-
tocols and then use the estimates to derive sample sizes
(Archaux 2008) when such information is unavailable
from other projects or the literature. This differs from the
“collect data” step in the road map, which refers to
collection of project data during the implement and learn
phase. In any event, once data are acquired, one should
revisit the sample size analyses (see phase 4).

Step 7b. Design the analysis Like the survey design, the
data analysis approach reflects tradeoffs among informa-
tion needs (step 2), feasible data collection designs,
reporting deadlines, and technical skills of staff and should
be guided by the quantitative models formulated in step 6.
Because of the interdependence between survey design
and analysis, these components must be thought through
prior to data collection so as to ensure that (1) the analysis
approach meets the program objectives and addresses the
intended information needs and (2) is supported by the
chosen survey design. Planning this ahead of data
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collection also allows for alignment of resources necessary
to ensure that the analysis is conducted in a timely manner.
One should avoid a long investment in collecting moni-
toring data only to discover years into it that the data do
not support the proposed analysis nor answer the motivat-
ing question(s) (Legg and Nagy 2006).

There are potentially three stages of analysis, and fitting
models is just part of one stage. The first stage is to
summarize the most recently collected data using graphi-
cal (histograms, boxplots, and scatterplots) and numerical
(averages, medians, percentages, standard deviations)
methods. These should be reviewed with an eye toward
data checking and exploratory data analysis to catch data
transcription errors and other QA/QC issues.

Depending on the model to be fit and the fitting
method, a potential second stage is to calculate the
summary statistics associated with the selected attributes
(Fig. 2), e.g., N, and its standard error and confidence
interval, for estimating population size. The appropriate
calculations will depend on the attribute and the survey
design. For threshold monitoring, this is also when one
assesses whether an attribute appears to have achieved
the specified threshold value. These results provide
information on progress toward the achieving the pro-
gram’s objectives.

The final stage is to analyze the full data set (recent and
historical data). This might include constructing simple
time series plots, e.g., estimates of population abundance
over time with associated confidence intervals. Models
formulated in step 6 usually are fit using the entire data set,
including data from past surveys. The models can be as
simple as a linear model of the measurements (or their
survey summary statistics, €.g., Nyer ;) against time, e.g.,
a trend line (see model A in Table 1, as well as models B
and C). Such time series plots and trend line models might
suffice for status and trends monitoring (see step 5). For
threshold monitoring, the analysis could involve a statis-
tical test (which implicitly involves an underlying model)
of a hypothesis that a threshold level has been reached,
although confidence intervals constructed in the second
analysis stage may suffice.

Effectiveness monitoring and adaptive management
involve models that incorporate measures of management
action(s) or their effects. These might be as simple as step
change models [e.g., model D in Table 1 and various
before-after and BACI analysis procedures (Smith
2002)] or more involved linear models (e.g., model E in
Table 1), or they could be more complex. In this type of
monitoring, analysis goals include estimating the current
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state of the system, assessing change in system state, and
determining whether a management action had the pre-
dicted effect. These last two goals require data from at
least two time periods—before and after the action.

Monitoring data for adaptive management will also
be analyzed to assess the predictive performance of the
quantitative models used in developing the most recent
management guidance. For each of the attributes of
interest, how close were the predictions of current sys-
tem state (made prior to monitoring data collection) to
the actual monitoring observations? If competing quan-
titative models had been fit prior to the most recent
survey, then usually, the models will be refit using the
newly expanded data set as well as calculating a new
estimate of the relative strength of evidence for each
model, e.g., update the model weights (Kendall 2001;
Kendall and Moore 2012). This information would be
used in step 10 to guide future management.

We strongly encourage development and use of
mechanistic models in analyzing monitoring data rather
than relying on “simple” empirical summaries such as
simple linear regression models (Hilborn and Mangel
1997; Bolker 2008). Observing or quantifying empirical
trends is only a first step in understanding the system
being monitored. Intervention in the form of manage-
ment requires understanding how the system operates,
not just knowing that it has changed (Irvine et al. 2015).

Step 7c. Design the data management system Data
stewardship should begin in advance of actual data
collection and should address both the immediate data
analysis needs and long-term archiving of data for future
uses, including those not currently anticipated
(Reynolds et al. 2014). A common pitfall of monitoring
programs is to devote most of the resources to data
collection and very little to documenting, managing,
and using the data to inform decision making. Yet,
error-free, well-documented data are the basis for defen-
sible decision making. Well-designed data management
systems greatly improve efficiency of data collection, as
well as the ease and speed of planned analyses and
reporting, and thus the effectiveness of monitoring for
informing management decisions (Lane et al. 2004;
Reynolds et al. 2014). However, comprehensive atten-
tion to data management is not standard practice in the
conservation science community. Studies suggest that
80 % of the data used as the basis for peer-reviewed
science publications becomes irretrievably lost within
20 years (Gibney and Van Noorden 2013; Vines et al.

2014) and the rate of loss is expected to be even higher
for “unpublished” data commonly generated by natural
resource management agencies. A broad estimate of
~30 % of a monitoring program’s total budget (time
and staff) should be allocated to data quality control
and management (Fancy et al. 2009); commonly 10—
15 % of total budget is devoted to monitoring.
Attention to long-term curation is especially impor-
tant given the lifespan of many monitoring programs
and the potential value of these data for currently un-
foreseen future applications—by the monitoring pro-
gram, its stakeholders, or other users. Curation includes
making data discoverable by others (and, thus, increas-
ing the return on the data collection investment) and
instituting guidelines and systems for data sharing. Data
and metadata must remain linked together and be thor-
ough enough to allow someone unfamiliar with the
project to interpret the data. For “flat files” of data stored
in electronic spreadsheets, a separate sheet for metadata
is convenient. However, centralized, web-based data
management systems are essential for collaborative
monitoring projects where many co-operators collect
the same data; these systems require significant ad-
vanced planning and budgeting to ensure that required
technical capacities are engaged (Hunt et al. 2015; Hunt
et al. in press). Such online systems allow for greatly
improved data discovery and delivery, achieving greater
value from the data investment (Reynolds et al. 2014).
As with statistical design and analysis, it is beyond
the scope of this paper to detail all the necessary steps
and technical considerations in designing and
implementing data management for a monitoring pro-
gram. In short, data documentation, including accurate
and complete project metadata (who, where, what, how,
when) and data metadata (what is encoded in each data
field—the data dictionary), are essential. I[f management
actions are implemented, the database must capture the
timing and implementation conditions, as well as any
problems that arose (e.g., partial implementation). Sim-
ilarly, the database must capture any changes in the
survey design or implementation. Failing to record this
information may make it impossible to discern accurate-
ly the impact of the action. Maintaining the project
record, started in phase 1 and continuing as the moni-
toring design and implementation proceeds, is essential.

Step 7d. Write protocols Another common pitfall of

monitoring programs is lack of well-written protocols.
The protocol summarizes all the decisions made as one
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progresses through the road map, including all survey
design, data collection, data management, analysis,
and reporting plans, as well as hiring considerations
and training (Oakley et al. 2003; US Fish and Wildlife
Service 2013). In addition, the protocol includes spe-
cific instructions for all procedures (standard operating
procedures). The protocol must contain clear, detailed,
and unambiguous procedures so that those unfamiliar
with the project can learn to implement it. This docu-
mentation is essential for the analysis of the data, as
well as for ensuring that the data collection is replica-
ble and defensible and avoids confounding. Of equal
importance, the protocol describes how the monitoring
information will be used, to either track resource status
or inform future management. Most new protocols
require at least two sampling seasons to pilot-test for
feasibility, replicability, logistics, cost, and training
requirements.

Phase 3. Implement and learn
Step 8. collect and manage data

With a written protocol as a guide, one is ready to
implement the survey (at last!). As with the other steps,
the details of the elements involved in step 8—including
safety measures, training, permitting, and logistics,
etc.—require time and resources to plan and will vary
widely in their details. Ideally, at least one cycle of
monitoring is done prior to implementing any manage-
ment. However, in many settings, management is un-
derway prior to monitoring.

Step 9: analyze data and report results

The purpose of monitoring is to generate useful infor-
mation to inform the motivating question(s) (step 1).
Completing steps 1-8 should ensure that the necessary
resources and systems are in place for timely analysis
and summarization of the new information and its com-
munication to the decision makers identified in step 1.
Delayed analysis and reporting not only reduce the
information’s value but also delay potential identifica-
tion of problems in the alignment of the survey design,
data collection, planned analyses, and monitoring ob-
jectives—issues that should be detected and resolved
quickly. Problems with data quality or interpretation
often only come to light when the data are summarized,
graphed, and analyzed.
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Data analysis and modeling Analyses should follow
the plan developed in step 7. They should provide an
assessment of how close the current state of the system
is to the state implied by the fundamental objective. For
example, if the fundamental objective is to restore an
endangered species, then data analysis should, at a min-
imum, describe the current state of the species and, for
example, calculate an estimate of abundance and its
standard error.

Analyses should include adequate basic explor-
atory data analysis (EDA) and model diagnostics.
These generally focus on statistical graphics to
screen for “odd” data that may signal errors in
collection or management of the data and to assess
the adequacy of the quantitative models (step 6)
used. There are a number of cautions to keep in
mind in when engaging in EDA, however. For ex-
ample, data dredging can result in apparent
“statistically significant” results arising from ran-
domly generated patterns (Anderson et al. 2001a;
Anderson et al. 2001b). Do not immediately assume
that the initial model(s) adequately summarizes the
observed relationships. This is especially important
if knowledge of system behavior is limited and/or
the system attributes are relatively variable. Not all
quantitative models readily lend themselves to “off-
the-shelf” diagnostics (see, for example, Harrell
(2002); Ryan (2008), and Fox (2011) for tools for
such assessments and diagnostics).

Reporting and feedback to management Timely
reporting means that decision making improves over
time, managers are able to defend their management
decisions, and the survey is viewed as too important to
cut from the budget. In adaptive management, reports
must be delivered prior to planning the next manage-
ment action. The presentation of results should be
focused explicitly on key information needs defined in
step 1, as well as caveats and insights from the analysis.
Information will likely need to be presented in multiple
ways to address the needs of different stakeholders.
Decision makers will want the monitoring information
translated into user-friendly decision support tools. The
science community expects peer-reviewed journal
papers; agency leadership will also want a brief synopsis
of findings or outcomes. Databases can be programmed
to generate drafts of the needed reports as soon as the
monitoring data are entered and proofed (Hunt et al.
2015).
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Step 10: update models, assess, or plan and implement
actions, when relevant

Monitoring data are used to update system models under
all forms of monitoring. In addition, for monitoring
associated with management actions, the updated
models inform the next cycle of management. The pri-
mary purpose of status and trends monitoring is to
improve system understanding; therefore, the system
model is refined by integrating the new observations
into the quantitative model developed in step 6. The
updated system model may stimulate interest or concern
from policy makers, especially if the system seems to be
heading in an undesirable direction. Policy or manage-
ment planning may ensue. For monitoring to detect a
threshold condition, management actions are anticipated
and defined at the outset. When an attribute is estimated
to pass a specified threshold (step 9), management ac-
tions are considered.

For effectiveness monitoring, the state of the system
is observed before and after an action has occurred,
leading to learning. If the outcome of the action is
unsatisfactory from a management standpoint, this
may prompt a return to phase 1 (frame the problem) to
consider multiple actions, perhaps under a formal adap-
tive management framework. Under adaptive manage-
ment, the models and management actions are fully
specified during steps 1-7. Models are updated with
the monitoring data in step 9 on a defined schedule
(often annually). The model with the strongest weight
of evidence provides guidance regarding the most effec-
tive management action to undertake in the future. The
iterative process of updating the system model with new
information derived from the monitoring data is ongo-
ing (steps 8-10) until system understanding is deemed
adequate for clearly distinguishing among the potential
management actions.

Phase 4. Learn and revise

Few monitoring programs last indefinitely. Perhaps, the
problem or question that prompted the project is re-
solved or has receded in importance. More commonly,
other emerging problems will be judged more pressing
and monitoring effort will be redirected. Changes in the
problem itself or advances in management or monitor-
ing tools may require revisiting the purpose and design
of'the survey and, potentially, initiating changes. During

the learn and revise phase, the entire survey is reviewed
using the same process that was used to plan a new one.
If all the steps were not considered or discussed when
the survey was planned, now is the time to do so.
Reviewing an existing monitoring program with the
road map as a guide will result in improvements to the
survey. Or, a review may lead to a decision to end a
survey that has achieved its purpose or has failed to
produce useful information (Possingham et al. 2012).
Adaptive management has a built-in mechanism
(double-loop learning) for revisiting the structuring
phase and revising or ending the survey (Williams et
al. 2009; Williams et al. 2012); the learn and revise
phase represents double-loop learning under adaptive
management (Fig. 5) but is equally applicable to all
types of monitoring. Under threshold monitoring, if
years have elapsed since the monitoring was initiated,
new management options may be available. If system
understanding has advanced in the intervening time, a
revision of the threshold condition may be advised.
The need for “pause and reflection” is especially
important for status and trends monitoring (Renner et
al. 2011; Irvine et al. 2015). Because this type of mon-
itoring tends to have less clearly defined objectives, it is
essential to regularly schedule analyses to synthesize the
results and check that the information produced remains
relevant. Use what has been learned about the system,
especially the estimates of variation, to check whether
the sampling design and effort levels are adequate

Set-up phase
Stakeholders
Objectives
Alternatives
Models
Monitoring

Iterative phase
Decision making

Monitoring

Assessment

Fig. 5 The two phases of learning distinguished in adaptive
management (Williams et al. 2009), shown above, also occur in
the road map. Technical learning involves an iterative sequence of
decision making, monitoring, and assessment (road map steps 8—
10). Process and institutional learning involve periodic reconsid-
eration of the set-up elements (road map phase 4—Ilearn and
revise)
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(Reynolds et al. 2011) or can be made more efficient
(Renner et al. 2011).

Even if the motivating problem or decision remains a
priority, the goal is for system learning to reach a level
where formerly major sources of uncertainty are reduced
enough to change the type of information needs motivat-
ing the monitoring. For example, such a change may
allow one to shift from, say, effectiveness monitoring to
threshold monitoring or monitoring under adaptive man-
agement to effectiveness monitoring. Thus, an operation-
al goal of all monitoring should be to continually improve
not only in terms of effectiveness (methods, sample sizes,
efficiencies) but also in terms of the motivating decision
context and information needs.

Summary

In our experience, monitoring programs that succeed
have a clear purpose, strong leadership, and accurate
documentation and emphasize team work and collabora-
tive learning. The road map provides a big-picture per-
spective of a process that can be applied by individuals or
teams engaged in planning new monitoring, as well as
those reviewing the relevance and scientific rigor of
ongoing monitoring. Specifically, it emphasizes the many
initial planning steps required to produce useful informa-
tion to meet the needs of policy or decision makers. It is a
unified approach that can be applied to any type of
monitoring, including status and trends, threshold, effec-
tiveness, and formal adaptive management. It can be used
for programs of any size and can be applied by staff with
a wide range of technical and scientific skills.

Many people who design monitoring programs begin
with step 8 (collect data), failing to explicitly clarify the
problem, objectives, and management alternatives;
build a conceptual model; and identify the relevant
system features and decision maker information needs.
They have not thought carefully about what success
looks like, what attributes to monitor, how they will be
measured, or considered the data analysis or any quan-
titative models. These oversights are why monitoring
programs so often fail to deliver as expected.

It is easy to get lost in the details of designing moni-
toring. The road map is a guide to the overall process, a
reminder to keep the big picture in mind, even when
dealing with technical details. It provides a set of bench-
marks (steps) that can be used during the design phase to
keep projects on track, schedule statistical consultants,

@ Springer

prepare budgets, and plan program evaluations for
existing monitoring projects. It does not address all the
underlying technical details of each step; specific guid-
ance can be found in the appropriate literature for each
component or task. The road map helps ensure the value
of monitoring information, now and in the future.
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Appendix. Documenting monitoring in a project

record The project record is an administrative record of a
monitoring project or program. It is a “living” document that is
updated over time as the project evolves. It is best to begin
documentation as soon as phase 1 (frame the problem) is complet-
ed and before moving on to phase 2—design. Comprehensive
documentation of a monitoring program will support writing the
monitoring protocol, summary reports, and journal papers. The
project record is also essential for understanding the rationale for
all aspects of the monitoring program, designing appropriate data
analyses, interpreting monitoring results, and providing key
historical information for program reviews and evaluations. Any
changes to the monitoring program should be documented in the
project record, along with the rationale for those changes. The
project record should be archived with all key project documents,
including the protocols and data sets. The outline that follows is a
suggested format that can be modified to fit the needs of each
project.

1. Introduction

(a) Brief overview of the project, the problem, scope, and
history
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(b) Links to the administrative history and evolution of the
project (5a, below)

2. What’s the problem?
(a) Problem statement

(i) Decision maker(s)

(i) Types of decisions

(iii)  Geographic and temporal scope

(iv) Legal/regulatory context and constraints
(b) Objective hierarchy

(i) Fundamental objective(s)
(i) Means objectives
(iii)  Attributes
(iv) Measures
(V) Threshold values, if any
(c) Conceptual model of the system (influence diagram)

(1) Fundamental objective

(i1) Factors (system drivers)

(i) Management /policy decisions

(iv) Summary of the literature, as the basis for the con-
ceptual model

(d) Management/policy decisions that will be informed by
the monitoring (if any)

3. Monitoring design
(a) Rationale for undertaking monitoring.

(1) Alternatives considered
(i) Cost-benefit analysis

(b) Type of monitoring selected and rationale [note: the
details of the following documentation will differ, de-
pending upon the type of monitoring selected]

(¢) Quantitative model(s)
(1) Specify competing models and associated predictions

(1) Fully specified, SMART objectives
(2) Attributes
(3) Covariates

(d) Data analysis plan

(i) Derived from models above

(i) How will the analysis address the problem defined
above (2)?
(iii) Reporting schedule

(D
2
3)
4)
(a)
(b)
(©
(d)

4.

(D
)

()
@)

(e) Data management plan

(i) Data sharing agreements

(ii) Data archiving

(iii) Requirements of the data management system
(f) Protocol

(i) Links to approved protocol documents

Requirements will vary among agencies

Will incorporate some information from the project record,
with a focus on procedures necessary to produce and main-
tain a quality data set.

Technical details (sampling design, measurements,
observations)

Administrative details (who, what, where, when)

Budget
Staffing
Training

Permits, legal documents
Implement and learn

(a) Documentation of management actions/decisions, if
any [note: this should also be in the database]

(b) Updated models, based on learning from monitoring
[note: under adaptive management, models are updated
as monitoring data are entered and proofed]

(¢) Annual summary of monitoring schedule and activities,
problems encountered, management recommendations,
if any

Learn and revise
(a) Administrative history of the project

(i) Survey coordinators/principal investigators (science
team)

(i) Cooperators (those participating in the monitoring),
if more than one station or agency

(iii) History of meetings, workshops, and conference
calls

Dates
Outcomes/decisions

(iv) Project evolution over time

Budget history

Changes to any aspect of monitoring design, rationale, and
dates implemented.
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(b) List of reports, journal papers, presentations, work-
shops, products and links to archives.

(c) Summary of how program products have supported
management/policy decisions or helped to resolve the
problem (2).

(d) Summary of dates, outcomes, and recommendations
from program reviews

(e) Links to updated models, based on best available infor-
mation (see 4b above)

(f) Summary of dates and changes to monitoring program
administration or monitoring design, with rationale.

(1) Links to revised protocol documents

(g) Implications for future data analysis and reporting.
How will changes to the monitoring program affect
future interpretation of the data?

(h) If program will sunset, document rationale
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creativecommons.org/licenses/by/4.0/), which permits unrestrict-
ed use, distribution, and reproduction in any medium, provided
you give appropriate credit to the original author(s) and the source,
provide a link to the Creative Commons license, and indicate if
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From: Kilbride, kilb <kevin_kilbride @fws.gov>

Sent: Wednesday, April 14, 2021 8:04 AM

To: Sissi Bruch <sbruch@jamestowntribe.org>; BrownScott, Jennifer
<jennifer_brownScott@fws.gov>; Loverti, Vanessa <vanessa_loverti@fws.gov>

Cc: Hansi Hals <hhals@jamestowntribe.org>; Elizabeth Tobin <etobin@jamestowntribe.org>
Subject: Re: [EXTERNAL] Documents for our meeting on Monday

Hi, All:

For today's meeting, | believe we'll be discussing development of resource management and
sampling objectives for a survey(s) to assess effects on migratory birds (e.g., brant,
shorebirds). As | mentioned during our previous call, paired resource management and
sampling objectives are the foundation for the development of survey protocols. In fact, a
survey's sampling design, data management, data analysis, and reporting should be focused
on addressing the survey's sampling objective(s).

In the survey protocol handbook that | previously shared, please refer to pages 11-13 for more
information about management and sampling objectives. For the process that refuges use to
develop their SMART resources management objectives, see the attached Identifying Refuge
Resources of Concern and Management Priorities Handbook, where | had the opportunity to
contribute to the development of the current (2017) and initial (2010) versions of this
handbook. Plus, | spent 10 years of my FWS career assisting refuge staffs with development of
SMART (specific, measurable, achievable, results oriented, and time specific) resource mgmt
objectives for their Comprehensive Conservation Planning (CCPs) and stepdown Habitat
Management Planning (HMPs).

| look forward to our discussion today.

Kevin Kilbride

US Fish and Wildlife Service

|I&M Coordinator

Columbia Pacific Northwest (R9) & Pacific Islands (R12)

Branch of Refuge Biology

911 NE 11th Avenue

Portland, OR 97232

(503) 231-6176 (Phone)

From: Sissi Bruch <sbruch@jamestowntribe.org>

Sent: Monday, April 5, 2021 12:10 PM

To: Kilbride, kilb <kevin_kilbride@fws.gov>; BrownScott, Jennifer <jennifer_brownScott@fws.gov>;
Loverti, Vanessa <vanessa_loverti@fws.gov>

Cc: Hansi Hals <hhals@jamestowntribe.org>; Elizabeth Tobin <etobin@jamestowntribe.org>
Subject: RE: [EXTERNAL] Documents for our meeting on Monday

Thank you Kevin for the link and it was also a pleasure meeting everyone today. We look forward to

seeing everyone again on Wednesday, April 14™ at 9:00 am. I'll send the invitation later on today.
Sissi
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Sissi P. Bruch, PhD
Environmental Planning Biologist
Jamestown S’Klallam Tribe
360-461-3006

sbruch@jamestowntribe.org

From: Kilbride, kilb <kevin_kilbride @fws.gov>

Sent: Monday, April 5, 2021 11:57 AM

To: Sissi Bruch <sbruch@jamestowntribe.org>; BrownScott, Jennifer
<jennifer_brownScott@fws.gov>; Loverti, Vanessa <vanessa_loverti@fws.gov>

Cc: Hansi Hals <hhals@jamestowntribe.org>; Elizabeth Tobin <etobin@jamestowntribe.org>
Subject: Re: [EXTERNAL] Documents for our meeting on Monday

It was a pleasure to meet you on today's call and | look forward to working with you in
designing a scientific project to assess potential impacts from aquaculture on shorebird and
other waterbird use. As we discussed, here is the link to the Survey Protocol Handbook that
provides guidance on preparing site-specific protocols. It articulates the standards for
protocols of survey being conducted on refuges.

Kevin Kilbride

US Fish and Wildlife Service

|I&M Coordinator

Columbia Pacific Northwest (R9) & Pacific Islands (R12)

Branch of Refuge Biology

911 NE 11th Avenue

Portland, OR 97232

(503) 231-6176 (Phone)

From: Sissi Bruch <sbruch@jamestowntribe.org>

Sent: Friday, April 2, 2021 12:06 PM

To: BrownScott, Jennifer <jennifer_brownScott@fws.gov>; Kilbride, kilb <kevin_kilbride @fws.gov>;
Loverti, Vanessa <vanessa_loverti@fws.gov>

Cc: Hansi Hals <hhals@jamestowntribe.org>; Elizabeth Tobin <etobin@jamestowntribe.org>
Subject: [EXTERNAL] Documents for our meeting on Monday

This email has been received from outside of DOI - Use caution before clicking on links,
opening attachments, or responding.

Hi All,

Attached please find the documents that we will be discussing at our Monday meeting at 9:30am. |
look forward to working with all of you in getting these tasks accomplished.

Sissi

Sissi P. Bruch, PhD
Environmental Planning Biologist
Jamestown S’Klallam Tribe
360-461-3006
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